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Preface

This first volume of Chemical Engineering Research collects the unedited research project
reports written by 4% year undergraduates (Class of 2019) of the M.Eng. course on Chemical
Engineering in the Department of Chemical Engineering at Imperial College London. The
research project spans for one term (Autumn) during the last year of the career and has an
emphasis on independence, ability to plan and pursue original project work for an extended
period, to produce a high quality report, and to present the work to an audience using
appropriate visual aids. Students are also expected to produce a literature survey and to place
their work in the context of prior art. The papers presented showcase the diversity and depth of
some of the research streams in the department, but obviously only touch on a small number
of research groups and interests. For a full description of the research at the department, the
reader is referred to the departmental website'.

The papers presented are in no particular order and they are identified by a manuscript number.
Some papers refer to appendixes and/or supplementary information which are too lengthy to
include. These files are available directly from the supervisors (see supervisor index at the end
of the book). Some of the reports are missing, as they have been embargoed waiting for
publication in peer-reviewed journals and or patent applications. A few reports correspond to
industrial internships, called LINK projects, currently done at Shell.

Cover figure corresponds to an SEM image of a colloidal silica film (taken from the work of
Carlos Sheppard and Leonardo Giustiniani, manuscript 49).

London, February 2019

! https://www.imperial.ac.uk/chemical-engineering
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Replicating Natural Antimicrobial Surfaces Using Wrinkling

Del-Wyn Ang and Shyang Shin Tan
Department of Chemical Engineering, Imperial College London, London SW7 2AZ, UK

Abstract

We investigate the possibility of replicating the pattern and size of nanostructures present on natural antimicrobial surfaces, such
as cicada and dragonfly wings, by using plasma treatment and compressive stress to initiate the wrinkling process on the surface
of polydimethylsiloxane. Collecting data on the dimensions of these nanostructures from literature, they are found to be 100
to 500 nm in height, 40 to 110 nm in base diameter, 40 to 120 nm in centre to centre spacing and 0.5 to 5.5 in aspect ratio.
The hypothesis of using the wrinkling process to create a pattern similar to that observed on the natural surfaces is proven to
be possible by superimposing the sinusoidal wrinkles in orthogonal directions. By conducting wrinkling experiments varying
the plasma exposure dose (plasma power X plasma exposure time), D, it is found qualitatively through laser diffraction that the
wavelength, 4, is proportional to D. Through quantified results using a reflected light microscope, 4 is in the range of 2 to 7
pm and confirmed to have a logarithmic dependence on D for 0.25 to 60 kJ. Using an atomic force microscope to study the
topography of the wrinkled surface, the amplitude is measured, and the aspect ratio is calculated to be approximately 0.1. We
conclude by discussing the limitations of the current experimental conditions and the capabilities in producing nanostructures
of similar scales through modification of the conditions, which may result in other mechanically induced instability processes.

Introduction

Deaths attributed to antimicrobial resistance (AMR), is
forecasted to explode from 700,000 in 2016 to 10,000,000 in
2050. An increase of about 1330% in only 34 years; deaths
from AMR will not only overtake the deaths from cancer,
but also cause the global economic output to shrink by 100
trillion USD (Review on Antimicrobial Resistance, 2016).

AMR is a resistance which microbes (bacteria, viruses,
fungi and parasites) develop when some of them survive
exposure to antimicrobial drugs, which were supposed to kill
them. These drug resistant strains will continue to grow and
spread, leading to the development of ‘superbugs’, which are
extremely difficult to treat with the current armoury of
medicines. The overuse of antimicrobials has escalated the
rate of AMR development, and the current way of treating
disease, by developing new drugs to fight against these
superbugs, is unsustainable. This leads to us fighting against a
fast-growing enemy with a rapidly depleting ‘weapon
stockpile’ (Review on Antimicrobial Resistance, 2016).

These microbes will adhere to most surfaces, from
washroom floors to medical implants. The biofilms formed
by the microbes are usually pathogenic in nature (Jamal, et
al., 2018) and their complete removal is extremely difficult
(Lewis, 2001). Therefore, it is of paramount importance to
develop a new method to kill these microbes before they can
form biofilms, one which they cannot form a resistance to.

In the natural world, there are some surfaces which
possess antimicrobial properties. Originating some 480
million years ago (Misof, et al., 2014), insects are one of the
oldest surviving classes of animals and survival of this class of
animals up till today must be a result of unique features,
refined through years of evolution. Cicada and dragonfly
wings, for example, have been observed to be able to kill

microbes by using its topography. Since this mechanism relies

on physical features and does not involve external chemicals
or drugs, the bacteria are not able to develop a resistance to
it (Y1, et al., 2018). Replication of these surfaces, if successful
and economically viable, will have the potential to save
millions of lives and protect vulnerable people in places such
as schools, hospitals and hospices. Thus, this paper aims to
investigate the possibility of replicating these natural surfaces.

Background

Inspiration for Biomimetic Nanostructures

Inspiration for this paper came from an accidental discovery
of natural antimicrobial surfaces where the wings of cicada
were found to decompose much slower than their bodies
(Figure 1(i)), which means that the wings must possess some
form of antimicrobial property (Power, 2017). When studied
under atomic force microscopy (AFM) it was found that the
wings were not flat but were composed of tightly packed
nanopillars (Figure 1(ii)).

Studying the effect of these mnanopillars on the
antimicrobial property through a confocal laser scanning
microscope, live bacteria introduced onto the wing surface
were killed with great efficiency. Further studies using a
scanning electron microscope showed that the wings were
still efficient in killing the bacteria introduced onto it even
when coated with a thin gold film. Therefore, the death of
the bacteria was attributed mainly to the physical topography
of the wing, rather than any surface chemistry the wing might
possess (Watson, et al., 2015). Shortly after this discovery,
dragonflies were also found to possess wings with similar
antimicrobial nanostructures (Ivanova, et al., 2013).

Theory of Antimicrobial Mechanisms

When microbes adhere to a favourable surface, they start to
proliferate and form a microcolony that binds irreversibly to
the surface (Hoiby, et al., 2011). The microbes produce an
extracellular polymeric substance (EPS), which are polymers

1



Figure 1 (i) Image of cicada remnants, showing the difference in
decomposition between the cicada’s wings and body. (ii) AFM image of 2.
claripennis wing. Images from (Watson, et al., 2015).

with multiple purposes, most notably for biofilm structure
and growth (Staudt, et al., 2004). Thus, for a surface to be
considered physically antimicrobial, it must at least be
microbicidal, able to kill microbes when they attach to it, or
anti-biofouling, preventing their attachment (Hasan, et al.,
2013). These antimicrobial mechanisms are therefore key in
preventing biofilm formation, which according to the
National Institute of Health, are involved in 80% of all
microbial infections (Joo & Otto, 2012).

The microbicidal mechanism, where microbes are killed
by the nanopillars on the surfaces, is depicted in Figure 2(i)
with bacteria as an example. Bacteria secretes EPS when it
attaches to the surface and due to the large surface area
between the EPS layer and the surface nanopillars, a strong
adhesion force is formed. This strong adhesion creates a large
shear force when it attempts to move across the surface which
stretches, and ultimately tears, the bacteria’s cell membrane
apart (Bandara, et al., 2017).

The anti-biofouling mechanism on the other hand,
prevents the attachment and colonisation of microbes. For
example, lotus and taro leaves possess a hierarchical surface
structure, consisting of microscale papillae on the leaves
densely coated with nanoscale wax tubules (Ma, et al., 2011).
This hierarchical in between the
nanostructures, preventing the penetration of water, giving
rise to its superhydrophobicity, where the water contact angle

structure traps air

is larger than 150°. Dirt and microbes prefer to attach to water
droplets formed on the leaves rather than the surface itself.

Consequently, when the water droplets roll off the leaf, they
clean it by removing the dirt and microbes (Figure 2(ii)). This
self-cleaning property is also known as the ‘lotus effect’
(Yamamoto, et al., 2015).

(1

example. Image adapted from (Bandara, et al., 2017). (i) [llustration of the
anti-biofouling mechanism, the lotus effect in this case. Image by (Thielicke,
2007).

Based on these two mechanisms, the common similarity
and key component for a physically antimicrobial surface is
the presence of nanostructures. The antimicrobial mechanism
of interest for this paper is the microbicidal one, as it does not
rely on water like the anti-biofouling mechanism does. Now
that the focus has been chosen, to get a better understanding
on the dimensions of these nanostructures, information from
literature on the height, base diameter and centre to centre
spacing of these nanostructures on cicada and dragonfly wings
were collected in Table 1.

Current Production Methods of Artificial Surfaces

Some headway has already been made in creating biomimetic
artificial surfaces through methods such as reactive ion
etching and nanoimprint lithography. The nanostructures on
the artificial surfaces created through these methods have also
been observed to be able to kill microbes, like the natural
surfaces they mimic. As such, it is important to understand
the current production methods and their limitations.

Reactive ion etching involves the use of the fourth state
of matter, plasma (Karouta, 2014). It exploits the synergy
between high energy ion bombardment and reactive
chemical species to etch the surface. The advantage of this
process is its anisotropic character, since the direction of ion
bombardment can be controlled, which makes structures
with high aspect ratios and nearly vertical sidewalls possible
(Franssila & Sainiemi, 2013).

Nanoimprint lithography is a process where a pattern is
stamped onto a resist (resin). The resist is applied onto a wafer
surface using inkjet technology. A mask (mold), with the
negative of the pattern, is pressed like a stamp onto the resist,

2



Table 1 Data on the mean dimensions of nanostructures present on insect wings from literature.

Insect Species Height (nm)  Diameter (nm) Spacing (nm) References
Cicada A. bindusara 234 91 (Sun, et al., 2009)
A. spectabile 182 207 251 (Kelleher, et al., 2016)
C. aguila 182 159 187 (Kelleher, et al., 2016)
C. atrata 462 90 (Sun, et al., 2012)
C. maculata 309 92 (Sun, et al., 2009)
D. nagarasingna 316 128 47 (Sun, et al., 2009)
D. vaginata 363 132 56 (Sun, et al., 2009)
L. bifuscata 200 117 (Sun, et al., 2009)
M. conica 159 115 (Sun, et al., 2009)
M. dorsatus 250 196 227 (Oh, et al., 2017)
M. durga 257 89 (Sun, et al., 2009)
M. hebes 164 95 (Sun, et al., 2009)
M. intermedia 241 156 165 (Kelleher, et al., 2016)
M. microdon 208 89 (Sun, et al., 2009)
M. mongolica 417 128 47 (Sun, et al., 2009)
M. opalifer 418 148 48 (Sun, et al., 2009)
M. septendecim 83.5 167 252 (Nowlin, et al., 2015)
N. pruinosus 405 197 218 (Oh, et al., 2017)
N. tbicen 183 104 175 (Nowlin, et al., 2015)
P. claripennis 200 100 170 (Hasan, et al., 2013)
P. radha 288 137 44 (Sun, et al., 2009)
P. scitula 282 84 (Sun, et al., 2009)
T. jinpingensis 391 46 (Sun, et al., 2009)
T. vacua 446 44 (Sun, et al., 2009)
Dragonfly A. multipunctata 250 180 (Mainwaring, et al., 2016)
D. bipunctata 250 180 (Mainwaring, et al., 2016)
H. papuensis 250 180 (Mainwaring, et al., 2016)
O. villosovittatum 250 - (Bandara, et al., 2017)
P. obscurus 241 123 (Nowlin, et al., 2015)
S. vulgatum 215 140 - (Rajendran, et al., 2012)

creating the pattern’s positive on it, and ultraviolet light is
subsequently used to solidify the resist. The mask is then
reused for the next batch (Lapedus, 2018). High resolution
and reproducibility are some of the major advantages of
nanoimprint lithography (Chou, et al., 1996).

Since the surfaces created through these methods were
observed to be antimicrobial, data on the dimensions of their
nanostructures (height, base diameter and centre to centre
spacing) were collected from literature and are presented
below in Table 2.

The common issue with these methods is that although
they can replicate the observed pattern and size of
nanostructures on the natural surfaces, they are very
expensive. For example, a nanoimprint lithography machine
alone can cost millions of dollars, not inclusive of the stamp,
which costs tens of thousands of dollars, and other materials
required (Simprint Nanotechnologies Ltd, 2016).

Theory Behind the Wrinkling Process

In nature, wrinkles can be observed on a large range of scales,
such as the surface of the Earth’s crust (km) (American
Profile, 2001), dried fruits (cm) and aging skin (mm). Thus,
the creation of nanoscale wrinkles should also be possible.
Since wrinkling is a stress-driven and spontaneous process
due to mechanically induced instability, it may serve as an
economically viable method to produce these nanostructures.

Mechanically induced instability has been studied since a
few hundred years ago. A particular example is the elastic
instability introduced by Euler, explaining the theory behind
the buckling of columns. When a compressive stress exceeds
the critical load, bending or buckling of the structure is
observed, which is related to the rigidity and length of the
structure (Johnston, 1983). Wrinkling, which commonly
happens on a stiff film on top of a soft substrate, is similar to
buckling as it is driven by stress above a critical value.



Table 2 Data on the mean dimensions of nanostructures of biomimetic artificial surfaces from literature.

Height Diameter Spacing

Production Method Surface Name (nm) (nm) (nm) References
. . Nanostructured Silicon (Hasan, et al.,
Deep Reactive Ion Etching Supersurface 4000 220 - 2015)
Electrochemical Anodisation Titanium Alloy Nanospike 2000 10 2000 (Hizal, ctal,
Surface 2015)
Nanoimprint Lithography Nanopatterned Polymer (Dickson, et al.,
Surface P600 300 215 595 2015)
Nanopatterned Polymer (Dickson, et al.,
Surface P300 300 190 320 2015)
Nanopatterned Polymer (Dickson, et al.,
Surface P200 210 100 170 2015)
Plasma Etching and Gold Nanostructured 100 50 B (Wu, et al.,
Electrodeposition Surface 2016)
D ] D ]
Plasma Etch.lng apd. Thermal Nanostruct.ured PMMA 490 160 300 (Kim, et al.,
Nanoimprinting Film 2015)
Reactive Ion Etching Black Silicon 500 50 B (Ivanova, et al.,
2013)
Diamond Nanocone (Fisher, et al.,
Surface 1650 >0 h 2016)
Diamond Nanocone (Fisher, et al.,
Surface 4000 650 h 2016)

In contrast to the buckling instability, during wrinkling
the relatively stiffer and thinner film layer (thickness of film
K thickness of substrate) stays bonded to the soft, more elastic
substrate and reorganises into highly-ordered sinusoidal
wrinkles (Figure 3) instead of buckling or delaminating, to
minimise the total energy in the bilayer structure (Huang,
2005). The more elastic substrate layer, on the other hand,
deforms accordingly to maintain the inter-layer adhesion.

Figure 3 Schematic of a highly ordered sinusoidal wrinkled surface, showing
its defined dimensions of wavelength, film thickness and amplitude.

Several methods can be used to create the film layer,
namely surface fabrication and surface modification. Surface
fabrication, such as dip coating (Chen & Crosby, 2014) and
sputter coating (Cao, et al., 2014), may result in the
delamination of the film during the stress relaxation process
due to poor inter-layer adhesion. Surface modification on the
other hand, uses plasma treatment or UV ozonolysis, which
oxidises the substrate surface to form the film. Since the film
is ‘grown’ from the substrate, it will have a better inter-layer
adhesion, making it a better option.

In this paper, surface wrinkling will be demonstrated on
polydimethylsiloxane (PDMS), the chosen soft substrate, due
to the ease of handling. The surface of pre-strained PDMS is

oxidised using plasma treatment, and the surface becomes
glass-like (more information in Figure 4). The film has a
plain-strain modulus, Ef, of 1 to 3 GPa (Chung, et al., 2011),
1000 times higher than the plain-strain modulus of the initial
substrate, E;, of approximately 2 MPa (Wilder, et al., 2006),
causing the mismatch in elasticity. E can be related to the
Young’s modulus, E, by,

E

E =
1-—v2

[1]

where the Poisson ratio, v, for the PDMS substrate is 0.5
(Johnston, et al., 2014).

The wavelength, A, and amplitude, 4, of the sinusoidal
wrinkles, produced by the uniaxial pre-strain, &, in the low
deformation limit (¢ < 40%) (Cao, et al.,, 2014), can be
described by using,

A:Znh(if 2
3E,
A=h (gi _ 1)E (3]

where A is the thickness of the film. The critical strain, &,
required to stimulate the formation of wrinkles is given by,

2
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Figure 4 Chemical reaction at the PDMS surface during plasma treatment. Before the treatment, the structure has a E; of approximately 2 MPa. The reactive
oxygen radical, formed in the plasma, attacks the attached methyl group to form intermediate CH3O-. The unstable group then detaches and is replaced by
another reactive oxygen species (Koh, et al., 2012). The SiOj layer is glass-like and has a Ef in the range of 1 to 3 GPa.

The uniaxial strain on the bilayer structure mentioned
will produce only one-directional sinusoidal wrinkles. In
order to replicate the nanopillars observed on the cicada wing
(Figure 1(ii)), a proposed hypothesis is to superimpose two
sinusoidal ~ wrinkles in  orthogonal directions. The
superimposition is simulated in MATLAB and shown in

Figure 5.

Figure 5 The surface plot of the superimposition of two sinusoidal waves in
orthogonal directions, which shows great similarity with Figure 1(ii).

Leveraging on the information collected, this paper
identifies the
nanostructures as a point of reference for comparison. In
addition, this paper investigates the possibility of using the

range of dimensions for antimicrobial

wrinkling process to replicate the observed pattern and size
of these
characterisation of the dimensions will be done by using the

natural antimicrobial nanostructures, where
low deformation limit equation (Equation 2) as a basis.
Replication of the observed pattern will be the first objective,

and replication of the observed size, will be the second.

Experimental Methods

PDMS Coupon Preparation

Slygard 184 silicone elastomer base and crosslinker from The
Dow Chemical Company were used to prepare the PDMS
substrate at a mass ratio of base to crosslinker of 10:1. After
mixing it for five minutes, the mixture was placed in a
degasifier under vacuum condition for 30 minutes to remove
all the trapped air bubbles. 100 g of the mixture was cast on
a 20.0 £ 0.05 cm by 20.0 £ 0.05 ¢cm mold, making an
approximately 2.60 * 0.005 mm thick substrate, and cured in
a Binder convection oven for 2 hours at 75 °C. After the
PDMS was cured, it was cut into 50.00 £ 0.005 mm by 20.00
+ 0.005 mm coupons.

Creation of One-Directional (1D) Wrinkles
A PDMS coupon was clamped onto a strain stage, shown in
Figure 6(i), and the sides were marked at the clamp points to

monitor if the coupon slipped during the straining process.
The original length, Ly, of the coupon was kept at
approximately 16.00 £ 0.005 mm to ensure consistency. The
PDMS coupon was given a € to a final length, L;, prior to
oxidisation. The straining process is illustrated in Figure 6(ii).
€ is given by,
Ly
e =(2-1)x100% [5]
Lo
The plasma chamber used was a 40 kHz Diener
Electronic Femto low-pressure plasma system, connected to
a vacuum pump and an oxygen tank, which delivers oxygen
at a pressure of 1 mbar to the chamber. The plasma power,
P, was set at a constant value and the plasma exposure time,
¢, was varied to change the exposure dose, D, defined as,

D())=PW)xt(s) 6]

The strain stage was placed at the centre of the platform
in the chamber and the vacuum pump was switched on to
remove air from the chamber, as plasma requires vacuum
condition. When the pressure had stabilised, the oxygen gas
flow was turned on, and the plasma generator was switched
on after three minutes, this ensures a constant pressure in the
chamber. Once the desired plasma exposure time was
reached, the ventilation was switched on, effectively stopping
the plasma treatment process, and the gas flow and vacuum
pump were then switched off. To ensure the consistent
conditions in the plasma chamber, the plasma chamber was
first warmed up by carrying out the plasma treatment process
on an empty chamber for ¢ of five minutes.

After the treatment, the strain stage was removed from
the chamber and allowed to cool down for five minutes
before releasing the strain. The strain was released by 0.1 mm
over 10 seconds and then rested for 15 seconds, repeating
until Ly was achieved. Once the coupon has returned to Ly,
it was unclamped from the strain stage in a cross-like manner
to prevent any preferential strain field from forming.

Creation of Two-Directional (2D) Wrinkles

To create a 2D wrinkled surface, the 1D wrinkled surface
needs to be pre-strained in the orthogonal direction.
However, the glassy film created for the 1D wrinkled surface
will be destroyed once stretched. To avoid this, the 1D
wrinkled surface (master) was replicated onto another PDMS
(replicated).



Clamp

Figure 6 (i) Picture of strain stage used. (ii) Schematic illustration of the side view of the strain stage. The PDMS coupon was clamped and marked at the clamp

points. PDMS coupon was then streched uniaxially by €.

100 g of PDMS mixture was cast again on the mold and
cured. Holes with the same dimensions as the master surface
coupons were cut out, and the master surface coupons were
placed into them with the wrinkled surface faced up. The
mold was placed in a vacuum chamber for 45 minutes with
liquid 95% n-octadecyltrichlorosilane (OTS) containing 5-
10% branched isomers, from Alfa Aesar, in a small petri dish.
The OTS vaporises under vacuum conditions and reacts with
the PDMS surface forming a self-assembled monolayer
(SAM). The SAM is created by the chemisorption of
trichlorosilane head groups of the OTS onto the PDMS
surface, forming a strong covalent bond. After sufficient time,
the tail groups pack tightly, due to strong van der Waals
forces, to form the monolayer (Dong, et al., 2006). This SAM
ensures that the replicated PDMS can be easily peeled off.
Another 100 g of PDMS mixture was cast onto the PDMS
in the mold and cured. The replicated PDMS was peeled off,
cut into coupons, given a € in the orthogonal direction and
went through the plasma treatment process again. The
replication process is illustrated in Figure 8.

Wavelength Characterisation

The wavelength of the 1D wrinkled surface was characterized
using the Olympus BX41M reflected light microscope with
50x magnification. The calibration for the image taken was
0.271 pm/pixel. Three images were taken at three different
positions on the surface. The length of 20 1 was measured in
pixels using Image] software, shown in Figure 7, and the
average A was then calculated using the equation below.

_ Lengthof 201 x0.271
B 20

The average A was calculated by averaging the A

A (um) [7]

obtained from each of the three different positions, while the
positive and negative errors were the difference between the
largest or smallest A and the average 4.

Vacuum

—

Figure 7 Reflected light microscope image of 1D wrinkled surface, showing
the length of 20 A.

Topography Characterisation

The topography of the wrinkled surface was scanned using
atomic force microscopy (AFM) with the tapping mode of
the Brucker Innova scanning probe. The tip used was
Brucker 0.01 - 0.025 Ohm-cm Antimony (n) doped Si, with
a spring constant of 40 N/m and resonant frequency of 300
kHz. The laser position was first adjusted to obtain the
maximum detection before scanning, at approximately 2 V.
Then, the cantilever was calibrated at auto mode, giving a
suitable drive voltage. The scanning frequency and area were
set at 0.8 kHz and 20 pm respectively. While scanning, drive
voltage and PID parameters can be adjusted to produce better
quality images. The built-in Brucker Nanodrive Analysis
software was used to process the raw AFM data, allowing the
extraction of data on surface features, such as A and A, from
the topography cross section.

Insect Nanostructure Observation

A LEO Gemini 1525 field emission gun scanning electron
microscope (FEG SEM), was used for observation of the
nanostructures on insect wings. 5.00 £ 0.005 mm by 5.00 +
0.005 mm samples of the wings were cut, cleaned and coated
with a thin gold film. The stage angle was set to 0° and the
voltage was varied between 3.00 to 10.00 kV, to produce an
image of higher resolution.

QDTS |-

Figure 8 Schematic illustration of replicating the master wrinkled surface. (i) Hole with same dimensions as the master surface coupon was cut out. (i) Master
surface coupon put into the hole with wrinkles faced up. (iii) Vacuum condition allows OTS to vaporise and react with PDMS surface, forming a SAM. (iv)
Liquid PDMS was poured onto the master surface and cured. (v) Replicated surface was peeled off.
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Results and Discussions

Verification of Nanotopographies on Natural Surfaces

To verify the presence of nanostructures on these insects, a
cicada, H. incarnata, was procured. By studying the wings of
the cicada through SEM, the nanostructures and the
previously defined dimensions for them can be clearly seen
(Figure 9). The nanopillar pattern in Figure 9(ii) looks slightly
conical with rounded tips, similar to the AFM image in
Figure 1(ii) and the MATLAB surface plot in Figure 5.

Creation of ‘Surface Maps’ as a Point of Reference

Surface maps were created by plotting the information
collected in Table 1 and Table 2 on logarithmic axes, shown
in Figure 10. Also plotted on Figure 10(i) are lines of constant
aspect ratio, where the aspect ratio, AR, is defined as,

Height
Diameter

(8]

Through these maps the nanostructures of natural

Aspect Ratio =

surfaces were found to have an approximate height range of
100 to 500 nm, diameter range of 40 to 110 nm, spacing
range of 40 to 120 nm, and AR range of 0.5 to 5.5. Also,
since most of the artificial surfaces, that have been proven to
be antimicrobial, mimic the above size ranges, it stands to

@)

(i)

reason that these size ranges give rise to antimicrobial
property. Through these observations, a point of reference
for comparison has been found for the wrinkled surfaces to
be produced later in the experiments, important for
quantifying the achievement of this paper’s second objective.

Creation of Wrinkled Surfaces and Comparison with Natural
Surfaces

After creating the 1D wrinkled surface using € of 20%, ¢ of
120 s and P of 20 W, it was noticed that the surface possessed
some form of photonic property. Under the reflected light
microscope, the pattern looked very similar to another natural
nanostructure being investigated for photonic properties;
butterfly wings (Huang, et al., 2006). In Figure 11, the SEM
image of a butterfly wing and the reflected light microscope
image of the 1D wrinkled surface are compared, where
remarkable similarities in the pattern can be seen.

Similarly, after creating the 2D wrinkled surface using &
of 10%, ¢ of 50s and P of 20W on the replication of the
previous 1D surface, it was studied under AFM. The pattern
produced on the surface, shown in Figure 12, looks like both
the superimposition hypothesis put forward (Figure 5) and
the cicada nanostructure (Figure 9(i1)).

Figure 9 (i) Image of the H. incarnata cicada procured. (ii) SEM image of the intact hindwing at a stage angle of 2° to show the three-dimensional shape of
the nanopillars. (iii) SEM image of the crushed forewing, where the height and base diameter of the nanopillars are defined. (iv) SEM image of the intact
hindwing, where the centre to centre spacing between two nanopillars is defined.
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Figure 10 (i) Surface map of height against base diameter with lines of constant aspect ratio. (ii) Surface map of height against centre to centre spacing.



Figure 11 SEM image of a butterfly wing (left) and reflected light microscope image of the 1D wrinkled surface (right) showing similarities in pattern.

Thus, the hypothesis, where the superimposition of the
sinusoidal wrinkles in orthogonal directions replicates the
pattern observed on the natural surface, has been proven and
the first objective of this paper has been achieved.

From Figure 12, it can be seen that like the natural
surface, the wrinkled surface’s structures also have the three
dimensions previously defined, in this case both the base
diameter and centre to centre spacing are 4, and the height is
two times of A of the sinusoidal wrinkle.

Figure 12 AFM image of the topography of the structures on the 2D
wrinkled surface.

Characterisation of Wavelength of 1D Wrinkled Sutfaces
Since a point of reference for comparison has been established
from Figure 10, 4 of the wrinkle was then characterised by
using the procedure shown in the Experimental Methods
section to investigate if the dimensions could be achieved. In
the low deformation region, Ef and E are only affected by
the property of the material and can be assumed to be roughly
constant for the experiments (Khanafer, et al., 2009), thus
reducing Equation 2 to

A =~ 50h [9]

Based on this reduced equation, A, can be varied to
achieve the established range of wavelengths. As 4 is a
function of D, the dose was changed by changing ¢ while
keeping P constant at 30 W.

From Figure 11, other than being similar to butterfly
wings, the wrinkled surfaces were also observed to be similar
to a sinusoidal diffraction grating. Hence, to investigate the
relationship between A and D, the surfaces were first
examined qualitatively using laser diffraction. From Figure
13, it was found that the number of diffraction orders, n,
increases with increasing D. This can be explained by using
the diffraction grating theory (Popov, 2012),

dsin@ = nldygger [10]

where dis the spacing of the grating, in this case it is 4, 8 is
the diffraction angle, 2 is the order of diffraction and A; 40
is the wavelength of the laser. Since A 44¢, is constant, at the
maximum diffraction angle where 8 = 90°, sinf = 1 and
thus, 4 & maximum 2. Since Figure 13 shows that n < D, it
can be said that A « D. In addition, the occurrence of
diffraction also shows the uniformity of the wrinkle’s A.

To further investigate the relationship between A and D,
the 1D wrinkled surfaces were examined using reflected light
microscopy, and the results plotted in Figure 14. 1 was
confirmed to increase with increasing D, aligned with the
results observed from the diffraction test. Also, A has a
logarithmic dependence on D and this can be explained by
the kinetic growth of the film layer on the PDMS substrate
during the plasma treatment. A frontal propagation model,
with the three main steps of induction, formation and
propagation, was used to describe the film growth. In this
model, 4 was found to logarithmically depend on D and a
change in the logarithm slope was observed at the change in

Figure 13 Diffraction patterns created when the laser was pointed normal to the wrinkled surface at a constant distance. When D increased, n increased as well.
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R* = 0.9893
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Figure 14 Graph of average A of the wrinkled surface against D at constant P of 30 W and € of 10%. The error bars plotted on the graph cannot be seen as the
average percentage error of the wavelengths is very small, only 1.28%, and for D the error is at most 3% (based on a reaction time error of 0.25s). The three
images are reflected light microscope images of the wrinkled surface at D of 0.25 kJ, 30 kJ and 60 kJ, showing the increase in A when D increases.
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Figure 15 Dimensions of the wrinkled surfaces measured are added into the surface maps of Figure 10. (i) Surface map of height against base diameter with
lines of constant aspect ratio. (ii) Surface map of height against centre to centre spacing.

regime from formation to propagation, where the surface has
been fully oxidised and a further increase in D increases A
(Bayley, et al., 2014).

At alow dose of 0.25 kJ, 4 is 2.17 £ 0.03 pm. Although
further reduction of D will reduce 4, it is not possible to reach
nanoscale sizes, as /2 must be above the critical dose for
wrinkles to form.

Investigation into the Aspect Ratio of 1D Wrinkled Sutfaces
The other parameter to investigate is the AR of the wrinkle.
Recalling Equations 2 and 3, and the definitions of height
and base diameter for sinusoidal wrinkles, the AR is,

1 -1

Height 2A £ 2 Eq \3

=,—g=—=(——1)2 (L [11]
Diameter A & 3E;

From Equation 11, AR seems to be independent of /
and thus D as well. To investigate this, the heights of some
wrinkled surfaces were measured by using AFM. As seen in
Figure 15, A of the wrinkles are still in the microscale and the
AR falls along the line of AR = 0.1. This proves that
reducing exposure dose alone is not sufficient to decrease A
to nanoscale and increase AR at the same time.

Moving forward, there are several areas to conduct
further research. Based on Equation 2, another way of
reducing wavelength is by reducing the ratio of E. This can
be done by changing the ratio of PDMS base to crosslinker,
curing temperature or curing time. Also, by reducing this
ratio, based on Equation 11, AR should be increased. Based

on Equation 11, AR can be further increased by increasing &.
In addition, since wrinkling is not the only regime caused by
mechanically induced instability, when € exceeds the low
deformation limit of 40%, the wrinkling process moves into
other regimes such as ridging or folding. Ridging or folding
is capable of creating localized nanostructures of high AR and
these regimes could be potential areas for discovery.

Conclusions

Based on the experiments performed, A is still in the
microscale, 2 to 7 pm, for D of 0.25 to 60 kJ, and the AR is
0.1, not in the reference range of 0.5 to 5.5. Also, further
reducing D is not sufficient to achieve the desired scales.
However, the expected behavior in the low deformation
limit, where A decreases with decreasing D, was proven both
qualitatively and quantitatively. In addition, the relationship
between A and D was determined to be a logarithmic
dependence, described by the frontal propagation model.

The surface maps created in this paper, compiling
information from various papers in literature, provides a
much clearer picture of where research should be headed.
Also, from the experiments performed to create the 2D
wrinkled surface, it has been shown that the hypothesis,
where the superimposition of two sinusoidal waves can create
a pattern similar to that of the nanostructures on natural
surfaces, has been proven. Although the second objective
could not be met, the achievement of the first objective
shows the promising potential of the processes induced by
mechanical instability in being the solution to this problem.
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Continuous synthesis of glycidol from glycerol and dimethyl carbonate using a
KF/sepiolite catalyst

Laurence Ankers and Zu Yan Tee
Department of Chemical Engineering, Imperial College London, U.K.

Abstract Glycidol is continuously synthesised with a 2:1 dimethyl carbonate to glycerol molar ratio under mild
conditions using KF/Sepiolite catalyst in a ThalesNano X-Cube™ reactor system with a 1.43mL CatCart tubular
reactor. It was found that the catalyst did not perform as well as expected under flow conditions, resulting in
significantly lower conversions than that observed in batch reactions. Performance of catalyst dropped after just
one use under plug flow conditions and XRF results showed loss of potassium fluoride from 21.7% to 5.5% . BET
results showed pore volume and internal surface area decreased after impregnation. However, internal surface
area increased to near the values of unmodified sepiolite following deactivation of the catalyst.

Introduction

The rise of crude oil prices since the turn of the
century has spurred the production of biodiesel.
Biodiesel are long chain alkyl esters that are formed
from the transesterification of cooking oil,
consisting primarily of triglycerides, with methanol
in the following reaction in figure 1:

Figure 1. Transesterification of Triglycerides. Figure
reproduced from Energy Procedia 32 (2013) pp 64-73
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Glycerol is produced as a byproduct of this
process, with approximately 1kg of glycerol formed
for every 10 kg of biodiesel produced (Thompson
and He, 2006). This has resulted in an oversupply of
crude glycerol following the rise in biodiesel
production. Excess glycerol supply has outpaced the
demand for the traditional uses of glycerol; as a
humectant, sweetener, thickening agent in food,
personal care and pharmaceutical applications. In
order to ensure the continued profitability and
expansion of the biodiesel industry, new avenues of
glycerol use must be developed.

Current research efforts are focused on
transforming glycerol into higher value chemicals as
well as developing new uses for glycerol-based
derivatives. Due to its unique chemical structure
with three hydroxy groups, glycerol has the potential
to be transformed into a myriad of chemicals. Its
potential, in combination with its relative
abundance, has earned glycerol the status as a
potential bio-based, renewable, platform chemical
that can be used to replace petrochemical feedstock.

In addition to concerns due to the finite nature of
petrochemical feedstock, glycerol possesses several
other desirable properties that make it uniquely
safer, such as having low toxicity, low flammability,
low volatility and being readily
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Figure 2. Possible transformations of glycerol. Figure
reproduced from Len, C. & Luque, R. Sustain Chem
Process (2014) 2: 1.
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biodegradable. Some of the possible chemicals that
can be formed from glycerol are shown in figure 2.

Glycidol is one such chemical. Traditionally
produced from the epoxidation of allyl alcohol
catalysed with hydrogen peroxide or base catalysed
with epichlorohydrin, there is growing interest in
finding alternatives for the allyl alcohol and
epichlorohydrin to address the inherent safety and
environmental concerns. Glycidol is synthesised
from glycerol in a two step process by first reacting
it with a carbonylating agent to form glycerol
carbonate, followed by the decomposition into
glycidol.

Glycerol carbonate is another valuable glycerol
derivative that has garnered substantial attention
from researchers. However, there is considerably
less research in the subsequent reaction regarding
the decomposition of glycerol carbonate into
glycidol and lesser still research regarding the one
pot synthesis of glycidol, which confer certain
advantages in large scale industrial production of
glycidol such as process simplification; requiring
only a single reactor with a single set of reaction
conditions to produce the desired glycidol. This
paper aims to review and evaluate the feasibility of
a continuous, one pot synthesis of glycidol using an
appropriate single catalyst, so as to look into the
early feasibility of industrialisation of the process.
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Figure 3. Reaction pathways to synthesise Glycidol from Glycerol. Figure adapted from Chin. J. Catal., 2012, 33: 1772-1777

Background
Glycerol carbonate formation

Multiple choices of reagents exist for the first
reaction. Some of the possible carbonylating agents
are outlined in the left half of figure 3 which has
been adapted from Pan et al.

The use of phosgene is not considered due to its
extreme toxicity. Direct carbonylation with carbon
dioxide, whilst highly desirable, suffers from low
conversion due to the highly stable nature of carbon
dioxide. Oxidative carbonylation is discouraged due
to the significant safety risk of the high pressure
gaseous environment.

Ochoa-Gomez et al. (2012) compared the three
remaining reactants, dimethyl carbonate, urea and
ethylene carbonate, taking into account catalyst cost
and separability, product purification, solvent usage,
higher conversion and selectivity, reaction time and
safety. They concluded transesterification of
glycerol with dimethyl carbonate or ethylene
carbonate appears to be the most suitable for the
purpose of industrial glycerol carbonate production.

Decomposition of Glycerol Carbonate

Malkemus and Currier (1953) was among the
first to patent the distillation of glycerol carbonate to
glycidol under vacuum over small quantities of
metal salts such as lithium chloride, sodium bromide
and calcium carbonate in catalyst loading. Glycidol
yields of 80-90% were achieved under the
conditions of 175-225°C, 0.0013-0.13 bar, pH 6-7.

More recently Moulougui and Yoo (2009) have
proposed using Zeolite A catalyst and glycerol as an
initiator to decompose glycerol carbonate into
glycerol.

One pot synthesis of Glycidol

One pot synthesis is defined here as a reaction
scheme that uses one catalyst under one set of
reaction conditions to catalyse both reactions. Under
this definition, five distinct catalysts are identified
from literature to be suitable for the one pot
synthesis of glycidol with dimethyl carbonate.
Algoufi et al. (2014) developed a clay supported
catalyst, by impregnating potassium fluoride on
Sepiolite mineral (KF/Sepiolite). Gade et al. (2012)
developed tetracthylammonium hydroxide (TMA-
OH). Zhou et al. (2015) developed
tetraethylammonium amino acid ionic liquid
(TAAILSs). Kondawar et al. (2017) developed Ba—
Ce mixed metal oxide heterogenous catalysts.
Munshi et al. (2014) developed 1,4-diazabicyclo
(2.2.2.) octane (DABCO). The performance of each
catalyst is summarised in table 1. However, none of
the five catalysts have been tested in a continuous
mode of operation thus far, which this work aims to
address.

If the definition of one pot synthesis were to be
relaxed somewhat, other catalysts may join the list.
Endah et al. developed Zn(OAc): catalyst which
enables synthesis of glycidol with glycerol and urea
with one catalyst but two sets of reaction conditions.
This is a viable option for one pot synthesis if a batch
mode of production is considered. However, since

Table 1: Performance of catalysts capable of one pot synthesis of glycidol

Catalyst Conversion of Selectivity to Catalyst loading DMC to Glycerol Reaction time
glycerol (%) Glycidol (%) (% w/w) molar ratio (h)
KF/Sepiolite 99 82 4.00 2:1 1.5
TMA-OH 95 78 1.50 3:1 1.5
TAAILs 96 82 3.00 2:1 2.0
Ba-Ce 98 80 5.00 3:1 1.5
DABCO 97 83 3.35 3:1 0.5
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this work mainly focus on continuous processes, this
catalyst is not considered.

We decided to focus our experiments on the
KF/Sepiolite catalyst studied by Algoufi et al, this
decision was made following a level one Douglas
economic potential calculation and basic TOPSIS
analysis. KF/Sepiolite came out as the most
favourable option due to its low cost compared to the
ionic liquid and rare metal catalysts, as well as its
relative ease of separation being a solid catalyst.

Experimental
Chemicals
Glycerol (>99%), dimethyl carbonate (>99%),

potassium fluoride (>99.5%), sepiolite mineral,
glycidol (>96%) and glycerol carbonate (>90%)

were ordered from Sigma-Aldrich, United
Kingdom.
Catalyst Preparation

The catalyst was prepared via wet impregnation.
The sepiolite mineral was first washed with
deionized water, the wet sepiolite paste was filtered
under mild vacuum for 4 hours before being dried
overnight at 100°C. The dry sepiolite was weighed
and KF of an amount so as to equal 30wt. % of final
catalyst mass (See Equation 1) was dissolved in
deionised water to create the impregnation solution.
The dry sepiolite was then mixed under agitation
with the KF solution for 4 hours. The impregnated
paste was again filtered for 4 hours before being
dried overnight at 100°C. The catalyst was then
calcined at 500°C for 4 hours. Finally, the resultant
catalyst was ground and sieved to the desired
particle size of 106-250 microns, to be packed into
the specialist CatCart® reactor cartridge.

.3 X Dry sepiolite mass
1-03

0
Mass of KF required = D

Two catalyst preparations were carried out
during the study. In the first preparation dry sepiolite
was weighed at 4.65g and 1.99g of KF was dissolved
in 10mL of water, this was added to the sepiolite and
the volume was increased to a total of 100mL of
impregnation solution. This was done in order to
thin the paste that had formed and allow free
movement of the stirrer. During the second
preparation the dry sepiolite was weighed at 3.18g
and 1.36g of KF was dissolved in 40ml of deionised
water, in order to have the minimal amount of
impregnation solution to allow the stirrer to move
within the paste.

The compositions of the sepiolite mineral, the
impregnated catalyst and, the spent catalyst after
three experiment runs were determined via X-ray

fluorescence (XRF) using a PANalytical €psilon 3
XLE. Their BET surface area and average pore
volumes were determined using nitrogen adsorption
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and desorption at 77K in a micromeritics 3Flex. The
samples were degassed at 350°C before the
adsorption analysis.

Continuous Reaction Equipment

A simplified schematic of the reaction
equipment used is shown in Figure 4. All of the
reaction equipment was within a fume hood. Parts
labelled 2, 3, 4, as well as the pressure indicator and
temperature control system are all part of a
ThalesNano X-Cube™ reactor system. The 1.43mL
CatCart® reactor is a stainless steel tube with filter
membranes at either end to prevent loss of solid
catalyst, it is covered with a purpose built insulation
block. The system has a built-in touch screen control
panel from which reactor temperature and built-in
pump flowrates can be set. The outlet was connected
to a flash separator at room temperature and
pressure, with the gas outlet vented directly to the
fume hood extractor. A dead volume of 12mL was
determined for the reaction equipment set-up.

e
=3

/

Figure 4. Simplified schematic of reactor set-up: 1)
External syringe pump (KR Analytical N6000), 2) Built-
in X-Cube™ pump, 3) Mixing point, 4) 1.43mL CatCart®
reactor cartridge, 5) External separator, 6) Product
collection point.

Reaction Procedure

Due to the relatively high minimum flowrate of
the built-in pump (0.1ml/min), it was decided to pre-
mix the reaction solution and inject this from the
external syringe pump. Because of the immiscibility
of DMC and glycerol at room temperature and
pressure, N,N-Dimethylformamide was used as a
solvent for the reaction mixture. The solvent was
chosen based on ternary diagrams between several
potential solvents, DMC and glycerol, produced
using Aspen, the NRTL property package was used
in creating the diagrams.

First, the reaction mixture was prepared, 13.63g
of DMF was mixed with 13.36g of glycerol and
26.71g of DMC to create S0mL of solution with
mole fractions of 0.3, 0.233 and 0.467 to DMF,
glycerol and DMC respectively. The reaction



mixture was then loaded into the syringe pump, the
desired reaction temperature of 85°C was set for the
reactor, and the required flowrate set for the syringe
pump as per the desired reactor residence time (see
equation 2). The reactor was run until the system
dead volume of 12mL had cleared before a product
sample was collected from the liquid outlet of the
separator unit.

Reactor Volume(mlL )

(2)

mL
Flowrate (— )= — - - -
min Desired Residence Time(min)

When multiple residence time runs were
performed on the same day, the flowrate was
changed after sample collection and the 12mL
maximum dead volume is again waited for to ensure
the sample collected is accurate to the new residence
time. Before shut-down of the reactor system any
remaining reactant mixture was removed from the
syringe pump, and the built-in pump was used to
flush the system with pure DMC so as to prevent
further reaction and degradation of the catalyst in the
reactor.

In order to test the performance of the prepared
catalyst in a more similar scenario to that of the work
by Algoufi et al a solvent-free batch reaction was
also carried out.

This reaction was carried out in a 50mL round
bottom flask. 5.859g of glycerol and 11.462g of
DMC were added to 0.722g of catalyst (so as to
equal 4wt.% of the reaction mixture). The reaction
mixture was heated to 50°C and stirred at 1000rpm
using a hot plate with a magnetic stirrer. The
reaction mixture was then cooled to room
temperature. Finally the product was separated from
the catalyst via filtration for analysis.

Each reaction performed is given in Table 2 the
run numbers are assigned in chronological order
with reactions 1 and 2 carried out sequentially within
the same day and run 3 carried out on the same
catalyst the next day. Reaction 4 being the solvent-
free batch reaction.

Table 2: The conditions used for each reaction carried
out and analysed in the project

Run 1 2 3 4
Continuous/ | Cont. | Cont. | Cont. | Batch
batch

Residence 30 40 30 90
Time (min)

Flowrate 0.047 | 0.036 | 0.047 | N/A
(mL/min)

Reaction 85 85 85 50
Temperature

°C)

Product Analysis

Qualitative analysis of the product was carried
out using a GC-MS (HP G1800A). A PerkinElmer
Elite-5MS capillary column (30m x 0.25mm x 0.25
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um) was used, with He carrier gas, injection and
detector temperatures of 280°C and an initial oven
temperature of 50°C increased at a rate of 5°C/min
to a final temperature of 135°C. 50uL of product
sample was added to 50uL of DMF solvent, and
mixed before 1pL of this sample was manually
injected into the GC-MS. This method was unable to
detect clear peaks for glycerol carbonate.

Analysis of the glycerol carbonate product in the
product samples was performed using HPLC
(Agilent 1100) with a SUPELCOGEL™ C-610H
column (30cm x 7.8mm) and a refractive index
detector (Agilent 1100). A SmM H2SO4 solution was
used as the mobile phase, with 1,6-Hexanediol used
as internal standard. The column was operated at
35°C with a flowrate of ImL/min.

Results
Catalyst Characterisation

The percentage composition of impregnated
catalysts shown in table 3 demonstrate that
potassium readily deposited onto the sepiolite. The
characteristic X-rays of fluorine sit outside of the
range measured by the XRF equipment used and
therefore cannot be detected. However, the over
20% increase in potassium content observed in the
second catalyst preparation is similar to that seen by
Algoufi et al for 30wt.% KF loading of catalyst,
suggesting overall impregnation is similar. The first
preparation shows a lower increase in potassium
content of below 15wt.% and so it decided to pack
only the second preparation of the catalyst into the
reactor cartridge.

The spent cartridge was also analysed via XRF
following the three reaction runs performed and it
can be seen that the weight percentage of potassium
has dropped significantly after only 3 runs.

The total compositions are notably lower than
100% this discrepancy is expected to be due to mix
of; elements that cannot be detected via the XRF
used for example fluorine in the final catalysts and
also; moisture content due to the highly water
absorbent nature of the sepiolite mineral.

The adsorption isotherms for the unmodified
sepiolite and the second preparation of catalyst, that
used in the reactor, are shown in figure 5. Both of
the isotherms shown, and those of the other samples
too, are type IV isotherms and are therefore suitable
for BET analysis. They also display H1 hysteresis
loops indicative of mesoporous structure with a
narrow distribution of uniform pores.

Table 4 shows that there was a significant change in
mass (17-31%) upon the more intense degassing
performed before BET analysis, suggesting that the
catalyst had rapidly absorbed moisture from the air
following the initial drying stages of catalyst
preparation. The table also shows that there is a trend
of decreasing surface area and pore volume with
increasing KF content, a phenomenon seen in the
Algoufi et al paper where KF loading was varied.
The surface area increased again to close to that of



the unmodified sepiolite, whereas the average pore
volume remained decreased.

Table 3: Composition of untreated sepiolite, preparations
1 & 2 of catalyst and that of used catalyst after 3 runs as
determined by XRF

Composition (Wt. %)
C d
ompoun - KF/Sep | KF/Sep | KF/Sep
Sepiolite Prep 1 Prep 2 Spent
P P Catalyst
MgO 13.63 12.35 12.26 14.16
ALOs 1.59 - - 1.58
SiO2 38.49 31.80 32.19 32.83
K20 0.55 15.23 21.74 5.53
CaO 0.20 - - -
Fe20s 0.53 0.62 0.57 0.65
Trace 0.12 0.14 0.17 0.14
Total 55.10 60.14 66.93 54.89
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Finally, 0.5086g of catalyst were loaded into the
reactor, and the spent catalyst recovered was of mass
0.4298g, a mass loss of 15.5%.

Table 4. Percentage mass change from degassing before
adsorption/desorption, BET surface area and average
pore volume found for untreated sepiolite, preparations 1
& 2 of catalyst and that of used catalyst after 3 runs

BET Average
0,
% Mass Surface Pore
Sample Change on Area Volume
Degassing (m%/g) (cm¥/g)
Urémo_dlﬁed 312 159.5 0.52
epiolie
KF/Seplpllte 252 70.57 0.38
Preparation 1
KF/Seplpllte 19.5 56.9 0.32
Preparation 2
KF/Sep Used
Catalyst 174 1319 07
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Figure 5: Adsorption and desorption isotherms for unmodified sepiolite and 2nd prepartion impregnated catalyst

Reaction Results

The glycerol and glycidol peaks on the HPLC
fully overlap so it was not possible to determine their
concentrations using HPLC. Those of methanol and
Glycerol Carbonate also had slight overlap adding to
the margin of error for these measurements which is
already significant as the HPLC peaks had to be
manually integrated and so were subject to a large
reading error due to ambiguity in the beginning and
end of a peak, the peak area calculated varying by
almost 10% with only small changes to manual point
selection. Given that any concentration calculations
require the integration of both the desired compound
peak and the internal standard peak being compared
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to a calibration with similar error, concentration
calculations have an error of 20%.

The overlap for methanol and glycerol carbonate
was sufficiently large at high concentrations such
that they could no longer be distinguished, and so
determination of the peak ratios could not be carried
out for the batch reaction.

Table 3 shows that the continuous reactions
carried out in the flow system achieved very low
conversions compared to that of the original paper
exploring this catalyst and compared to that of the
lower temperature batch run performed. With
glycidol only detected in the 1%, 30 minute residence
time, run carried out on new catalyst, as shown in
figure 7a A low glycerol carbonate concentration of



0.27M detected via HPLC for the same, optimal run.
The initial concentration of glycerol in the reaction
mixture was 2.9M. The lack of detection of CO2 or
Glycidol on the GC-MS in runs 2 or 3 shows that
there was minimal 2" reaction following the 1%
reaction run. This is further supported by a
significant drop in glycerol carbonate detected in the
HPLC.

Table 2: Summary of key results ( HPLC peak area
ratios, calculated Glycerol carbonate concentration &
products detected via GC-MS) for all 4 reaction runs

Reaction
Number ! 2 3 4
HPLC
Glyc
Carb:IS 0.90 0.51 0.57 N/A
ratio
(£20%)
Glycerol
Carbonate
Conc (M) 0.27 0.15 0.17 N/A
(£20%)
. Glycidol
Products GSI}_/(C_ 1;01 S-(-)-,
detected Methanol, | Methanol | Methanol Methanol,
on GC- o COo,
MS ? Glycidol
R-(+)-
a)
B & Mgt wams Sgral (O0F L0 JO0-1 340 VS0R2090 17 10 N0V
o i
Fr Mo
#
b -] ¥
e
5 ; :'_.F
b - ",
b)
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The peaks seen during the HPLC in figures 6a)
and 6b) correspond to: glycerol/glycidol (8.5 min);
glycerol carbonate (12.4 min); DMC(17.1 min); and
internal standard 1,6-butanediol (28.4 min).

Those seen during the GC-MS in figures 7a) and
7b) correspond to: CO2/methanol (2.0 min); DMC
(2.5 min); Glycidol S—(-)- (3.7 min); DMF (4.7
min); Glycerol (12.6 min ) and; glycidol R-(+)-
(19.8 min). It is of note that the glycerol peaks
observed during GC-MS are very broad peaks.

As can be seen in figure 7b a very different story
is true for the batch reaction, both isomers of
glycidol are seen, and with much larger peaks than
in the best continuous run. The CO2 and methanol
merged peaks are also more notable, along with the
GC-MS being unable to detect any glycerol. The
methanol/glycerol carbonate peak seen in the HPLC
result is also significantly larger than any seen in
continuous runs, with a notably lower
glycerol/glycidol peak as shown in figures Due to
the merging of these peaks calculation of exact
concentrations was not possible, however the
notably low glycerol peaks in both GC-MS and
HPLC would suggest that similar conversions to
those found by Algoufi et al (>90%) have been
achieved.
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Fig-ure 6: a) HPLC refractive index for run 1 b) HPLC refractive index for run 4 (batch).
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Figure 7: a) GC-MS result for run 1 b) GC-MS result for run 4 (batch)

Discussion

It is clear from the results gathered that the
catalyst underperformed during continuous flow
reaction conditions. It was anticipated that the
superior conversion expected of a packed bed
reactor would compensate the shorter contact times
between the catalyst and the reactants compared to
that of batch reaction. However significantly lower
conversions were seen from the continuous
reactions than that of batch. This is unlikely to be
solely explained by the lower contact times, 30
minutes for continuous flow compared to 90 minutes
for the batch reaction, this could suggest the first
steps of the reaction are slow to occur and large
residence times are required for high conversion to
be observed. Another plausible explanation is
channelling; a large amount of reactant is allowed to
pass through the reactor without interacting with the
catalyst surface and undergoing reaction. Currently,
an insufficient number of experiments have been
carried out due to time constraints and therefore
more experiments into the catalyst structure and the
transport kinetics between the reactants and the
catalyst surface (i.e. rates of reactant adsorption and
product desorption from the catalyst surface) would
be required to determine the validity of this
explanation. Another possible explanation is that of
the DMF solvent leaching away the active groups
that had been formed during impregnation and
rapidly deactivating the catalyst. The evidence of
catalyst deactivation is clear from the significantly
lower conversions in the 2" and 3™ experiment runs
on the same catalyst. This is supported by the 16.21
wt.% drop in potassium content between the unused
catalyst and the catalyst after 3 runs seen in the XRF
results, as well as the surface area of the spent
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catalyst returning to near that of the unmodified
sepiolite, suggesting the new groups formed during
impregnation had been removed. . Although the
percentage drop in potassium (and presumably
fluorine as well) is greater than that seen in the
overall catalyst mass decrease of 15.5%. This is
most likely due to the deposition of other elements
on the catalyst during the reaction process, Algoufi
et al discovered a 12.9% increase in carbon content
on their catalyst following 4 cycles of 90-minute
reaction.

Going forward, it is important that the kinetics of
the reaction are more thoroughly investigated if
continuous flow reactions are to be considered. As
for the industrial use of this catalyst for this reaction,
if this were to become viable the possibility of
catalyst regeneration would have to be examined as
the rapid degradation of catalyst witnessed would
mean regular replacement of the catalyst bed would
be required, if a transport reactor were used instead
this regeneration could potentially be undertaken
continuously and remove the need for regular shut-
down of the reactor.

Conclusions

The 30wt% KF/Sepiolite catalyst was shown to
have poor performance in catalysing the synthesis of
glycidol from glycerol and DMC when used in a
packed bed reactor with continuous flow at low
residence times. At current the rapid deactivation,
and low conversions seen would prevent this
catalyst being considered for use in the large scale
production of glycidol. More research into the
causes of the rapid catalyst deactivation, and the
mechanisms by which the KF/sepiolite catalyses the



reaction would be required in order for this viability
to be more thoroughly assessed.

Acknowledgements

We would like to extend our thanks to Dr
Fessehaye Zemichael, Dr Patricia Carry, Dr Ben
Deadman, Mr Ziyin Chen and Mr Andrew Leung for
their support throughout this study.

References

José R. Ochoa-Gémez, Olga Gdémez-Jiménez-
Aberasturi, Camilo Ramirez-Lopez, and Mikel
Belsué A Brief Review on Industrial Alternatives for
the Manufacturing of Glycerol Carbonate, a Green
Chemical  Organic  Process  Research &
Development 2012 16 (3), 389-399

DOI: 10.1021/0p200369v

Malkemus J.D, Currier V.A, Bell John, JB (1956).
US Patent No. US2856413A. Houston, United
States. US Patent Office

Munshi, Mudassir K. and Gade, Swapna M. and
Rane, Vilas H. and Kelkar, Ashutosh A. Role of
cation—anion cooperation in the selective synthesis
of glycidol from glycerol using DABCO-DMC
ionic liquid as catalyst. 2014 Rsc. Adv. Volume 4
Issue 61, pp32127-32133 The Royal Society of
Chemistry

Munshi, Mudassir K. and Gade, Swapna M. and
Rane, Vilas H. and Kelkar, Ashutosh A. Role of
cation—anion cooperation in the selective synthesis
of glycidol from glycerol using DABCO-DMC
ionic liquid as catalyst. 2014 Rsc. Adv. Volume 4
Issue 61, pp32127-32133 The Royal Society of
Chemistry

Saiyong PAN, Liping ZHENG, Renfeng NIE,
Shuixin XIA, Ping CHEN, Zhaoyin HOU,
Transesterification of Glycerol with Dimethyl
Carbonate to Glycerol Carbonate over Na-based
Zeolites, Chinese Journal of Catalysis, Volume 33,
Issues 11-12, 2012, Pages 1772-1777, ISSN 1872-
2067

Sharda E. Kondawar, Chetana R. Patil, and
Chandrashekhar V. Rode Tandem Synthesis of
Glycidol via Transesterification of Glycerol with
DMC over Ba-Mixed Metal Oxide Catalysts ACS
Sustainable Chemistry & Engineering 2017 5 (2),
1763-1774 DOI: 10.1021/acssuschemeng.6b02520
Swapna M. Gade, Mudassir K. Munshi, Batul M.
Chherawalla, Vilas H. Rane, Ashutosh A. Kelkar,
Synthesis of glycidol from glycerol and dimethyl
carbonate using ionic liquid as a catalyst, Catalysis
Communications, Volume 27,2012, Pages 184-188,
ISSN 1566-7367.

Thompson, J.C. & He, B.B. 2006, "Characterization
of crude glycerol from biodiesel production from
multiple feedstocks", Applied Engineering in
Agriculture, vol. 22, no. 2, pp. 261-265.

Len, C. & Luque, R. Sustain Chem Process (2014)
2: 1. https://doi.org/10.1186/2043-7129-2-1
Widayat, Widayat & Wibowo, Agam & Hadiyanto,
H. (2013). Study on Production Process of Biodiesel
from Rubber Seed (Hevea Brasiliensis) by in Situ
(Trans)Esterification Method with Acid Catalyst.

18

Energy Procedia. 32. 64-73.
10.1016/j.egypro.2013.05.0009.

Yan Zhou, Fan Ouyang, Zhi-Bin Song, Zhen Yang,
Duan-Jian Tao, Facile one-pot synthesis of glycidol
from glycerol and dimethyl carbonate catalyzed by
tetracthylammonium amino acid ionic liquids,
Catalysis Communications, Volume 66,2015, Pages
25-29, ISSN 1566-7367

Y.T. Algoufi, U.G. Akpan, M. Asif, B.H. Hameed,
One-pot synthesis of glycidol from glycerol and
dimethyl carbonate over KF/sepiolite catalyst,
Applied Catalysis A: General, Volume 487,

2014, Pages 181-188, ISSN 0926-860X,



Modelling the Carbon Sequestration Potential for
Reforestation from Available Land

ANSHUL BONGIRWAR! AND OMAR ABDULLA!

1 Department of Chemical Engineering, Imperial College London, London, SW7 2AZ, UK
* Corresponding authors: anshul.bongirwar15@imperial.ac.uk, omar.abdullai5@imperial.ac.uk

Due to anthropogenic greenhouse gas emissions, the
world is currently on track for a 3 degree rise in global
temperature by 2050. The Paris agreement has set a
goal of a 1.5 degree rise by 2050. Integrated assessment
models (IAMs) are used to explore mitigation pathways
for climate change. Knowledge is drawn from energy,
climate and ecosystem models using mathematical al-
gorithms. However, there is a lack of IAMs’ that are
linked to reforestation models. Thus, this analysis aims
to build and link a reforestation model to MUSE, an
IAM developed at Imperial College London. Regres-
sions models have been built on data modelled for
aboveground and belowground biomass as well as soil
organic carbon. The carbon dioxide sequestered from
the atmosphere was then calculated using the regres-
sion models. This was then equated to revenue gener-
ated based on the carbon abatement cost scenarios con-
sidered in this analysis and MUSE. Modelling outputs
suggest the minimum NPV of reforestation in Brazil is
US $ 500 bn with a minimum CO, sequestration poten-
tial of 7.24 Gt. The cost of carbon of reforestation in
Brazil was found to be in the range of US $ 22.65 - $
36.50/per ton of CO,. The societal cost of carbon falls
in the middle of this models’ range at US $ 30.89/tn of
CO,. Using this as the initial carbon abatement cost in
the technoeconomic analysis, results in a NPV of over
US $ 8 bn. This report found that reforestation is a
cost-effective method to meet the 1.5-degree NDC goals,
however it should be complemented with CCS in the
industry and power sectors.

1. INTRODUCTION & BACKGROUND

Climate change is one the most complicated yet eminent
global problems. Avoiding its worst consequences would
require large greenhouse gas (GHG) emission reductions
across all sectors. It was at the Paris agreement in 2015
that 196 parties joined to transform their development
trajectories to set the world on a course towards sustain-
able development, aiming at limiting global warming to
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an increase of 1.5-2 degrees above pre-industrial levels
(UNFCCC, 2018). The agreement requests each country
to outline and communicate their post- 2020 climate ac-
tions, known as their nationally determined contributions
(NDCs) (UNFCCC, 2018). The NDCs of the countries are
tailored towards their state, as it is understood that the
peaking of emissions could take longer for developing
countries. Emission reductions are undertaken on the
basis of equity, and in the context of sustainable devel-
opment as well as efforts to eradicate poverty, which are
critical development priorities for many developing coun-
tries. The climate plan for each state member reflects the
country’s ambition for reducing emissions, taking into
account its domestic circumstances and capabilities. In
this sense NDCs represent the efforts of each country to
reduce national emissions and adapt to the impacts of
climate change.

Research into climate change mitigation must therefore
be multisectoral. In recent years, Integrated assessment
models (IAM) have been used to explore mitigation path-
ways. IJAMs draw knowledge and strengths from various
disciplines such as energy, ecosystems and climate models.
Contributions from each discipline are connected using
mathematical representations through unified modelling
platforms. IAMs provide a holistic view of the carbon
emissions in different sectors and are thus used in as-
sessing global and regional GHG mitigation policies and
climate impacts (Yang et al, 2018).

Due to climate change concerns and carbon markets,
government policies for sustainability have risen. Most
emission reduction efforts are focused in sectors such as
power generation, transport and industry sectors. Nev-
ertheless, the Agriculture, Land Use and Forest (AFOLU)
sector hold great potential for emissions reduction. More
specifically, reforestation provides a unique solution due
to carbon sequestration and has broader environmental
benefits. Land use models have been imbedded into land
use planners to gauge whether reforestation models pro-
vide both economic development as well as biodiversity
conservation (Yang et al, 2018).

Reforestation plays a very vital part in the carbon cy-



cle. Carbon enters the atmosphere as carbon dioxide from
respiration and combustion. It is absorbed using pho-
tosynthesis by producers and stored as carbohydrates.
When animals and plants die, the carbon in their bodies
is returned to the atmosphere as carbon dioxide by de-
composition. In the event that decomposition is blocked,
the plant and animal material turn into fossil fuels (Vi-
sionlearning, 2018). They effectively become carbon pools.
There are four different carbon pools in forests: above-
ground, belowground, litter and soil organic carbon (SOC)
(FAO, 2018).

Literature demonstrate the different variables that af-
fect how carbon is stored in plants and trees. They explore
the above as well below ground levels of carbon stored in
reforested areas. Data demonstrated that wet life zones
have the fastest rate of aboveground carbon accumula-
tion with reforestation, followed by dry and moist forests
(Lewis et al., 2018). Another study found that the tran-
sition from savanna to transitional forests can result in
a fourfold increase in the total carbon sequestration in
the aboveground and litter carbon pools (Carvalho et al.,
2009).

Reforesting the barren lands could affect the strategy
countries can take to meet the target of the 2050 Paris ac-
cord. A particular study has noted that decreasing the
levels of carbon dioxide in the atmosphere led to a de-
crease in food crop prices. However, the model is based
on Bioenergy with Carbon Capture and Storage (BECCS)
which proved to present both technical as well as insti-
tutional problems (Muratori et al., 2016). Thus, building
a reforestation model to provide predictions of lowering
carbon dioxide levels on the economy could be extremely
valuable. This could be done through an optimization
model for the barren land to devote a certain percentage
for biofuel growth, required for the industry as it switches
to biofuel for clean energy.

Although most of IAMs combine energy and land use
models, there is a lack of comprehensive reforestation
models that are integrated into their land use model. This
leads to not having an account for the carbon seques-
tration dynamics while exploring its implication on the
wider energy and land use system. In addition, imple-
mentation within typical energy models such as TIMES
(Iea-etsap, 2018) or GCAM (Globalchange, 2018) where
different GHG reduction strategies are modelled, has not
been done, particularly considering the carbon uptake
dynamics with respect of the age of the new forest.

As there is a lack of such reforestation models that are
linked with an energy system model, the paper focuses
on the research gap involving the integration of a compre-
hensive reforestation model into an energy system model.
The main aim is to build a reforestation model and soft-
link it to MUSE (SGI, 2018), a novel IAM developed at
Imperial College. Other objectives include analysing the
cost of carbon in reforestation as well as determining the
importance of considering different carbon pools.
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2. METHODOLOGY & CASE STUDY

This research primarily involves the development of a re-
forestation model that aims to predict and track the levels
of carbon sequestration by the age of the forest and pre-
vious land use. As MUSE only considers the availability
of former pasture and agricultural land, only these two
categories are considered in this model. This model also
assumes a staggered acquisition of land across the simu-
lated period. Once land has been acquired, a new forest
plantation is assumed to take place instantaneously. Thus,
different forests have different ages based on when the
land acquisition has taken place.

The three major carbon pools considered in this model
are: soil organic carbon (SOC), aboveground and below-
ground (Jackson et al., 2017). The above and belowground
pools consider carbon stored within the tree bark, roots
and tree litter, with SOC considering fine roots. The types
of land with previous use considered in the land are agri-
cultural and pastural land. Agricultural land is one where
crops have been grown, where as pastural land is one
where grazing has taken place. Pastural land has a higher
rate of nutrient recycling and thus has a greater reserve of
nutrients that aid reforestation (Ranger, 1996).

2.1. Case Study

The developed model has been applied to the Cerrado re-
gion in Brazil. This region has been subjected to high rates
of deforestation due to two primary reasons: increasing
agricultural land demand to grow soya bean crops and
higher pastural land requirements for grazing. The Prodes
Cerrado had recorded a loss of 6,777 km2 and 7,408 km?2
of native area in 2016 and 2017 respectively. Compared to
the estimates of 2015, this represents a reduction of 43%
and 38% of forest in the Cerrado biome. Following this
track of degradation could lead to the largest extinction
process of plants ever recorded in history, three times as
much losses of flora since 1500 (Wwf, 2018). Additionally,
hundreds of bird species are critically endangered due to
deforestation (Wwf, 2018).

2.2. Model Development
2.2.1. Regression models

The carbon pools considered in this model are in line with
those identified in the IPCC report (IPCC, 2018).
Accumulation data for aboveground biomass in the
tropical rainforest region, mapping the cumulative
biomass with tree age and previous land use, was ac-
quired from Silver et al, 2000. This data was then used to
develop growth models for each previous land use, result-
ing in the regression curves in Table 1. The belowground
carbon pool was then added onto the reforestation model
by developing a relationship using data between below-
ground and aboveground biomass in clonal eucalyptus
trees in southeast Brazil (Ribeiro et al., 2015). This relation-
ship equation is also shown in Table 1. The average car-
bon concentration within aboveground and belowground



Table 1. Best fit equations for biomass (Mg/ha) with time (yrs.) based on tropical reforestation data

Regression Model Model R?>  Physical Significance
Pasture aboveground biomass=22.662*In(age)+7.765  0.711 The cumulative aboveground biomass as a function of tree age
Agriculture aboveground biomass=17.455*In(age)+10.064  0.592
Biomass relationship  belowground =0.135*aboveground+3.494 0.593 Biomass dependency between above and below ground
Pasture Soil C=18.305*In(age)+1.7267 0.662 The cumulative SOC levels as a function of tree age.
Agriculture Soil C=13.124*In(age)+26.32 0.406

Note 1: due to several anomalies found in the available data, data cleansing was done to remove outliers from the data set.
Note 2: due to a lack of available data in the first year of the pasture regression model, an average growth rate of 6.2 Mg/ha (Silver
et al, 2000) was used to add a data point in this region. This avoided the nonphysical phenomenon of having a negative biomass

accumulation in the first year of the regression model.

Note 3: due to the nature of the logarithmic curve, the analytical soil carbon values at age 1 is much lower than the physical case.
Thus, the soil carbon for the pasture model in year 1 is equated to the year 2 value as a close approximation.

biomass was then applied to find the carbon levels in the
developed regression models. Based on data acquired
from Ribeiro et al., 2015, the average carbon concentration
in aboveground and belowground was found to be 44.5%
and 37.8% respectively. Regression models for soil organic
carbon (SOC) was developed based on data that measures
carbon levels in soil depth of 0-25 cm and tree age (Silver
et al, 2000).

The developed regression models point to cumulative
carbon uptake as a function of tree age. To find the yearly
carbon uptake, the difference between the year n and
n-1 is found. This value across all three carbon pools
are summed resulting in a yearly carbon uptake. For
the special case where n=1, the yearly carbon uptake is
the carbon uptake at the end of year one as no carbon is
sequestered in year zero.

As the atomic weight of carbon is 12, while carbon diox-
ides’ is 44 (due to two oxygen atoms), the summed yearly
uptake across all three carbon pools is then multiplied by
3.67 to find the weight of carbon dioxide sequestered from
the atmosphere. The summation of yearly carbon uptake
from the three carbon pools from the regression models
resulted in the trend shown in Figure 1. As seen, the rate
of carbon uptake in the first 5 years is much higher com-
pared to the later years. This stresses the importance of
acquiring land every year as it is an effective way to max-
imise the potential for carbon sequestration. Additionally,
the forest reaches a carbon saturation point at roughly 50
years. This is in line with literature saturation periods
(Silver et al, 2000).

2.3. Techno-economics of reforestation

First, the land acquisition costs in Brazil (Thompson, 2018)
have been found to be the largest contributor to capital
expenditure (CAPEX), where other costs include equip-
ment acquisitions required for reforestation (Guitart and
Rodriguez, 2010). The summation of these costs provided
an estimate of per ha capital investment cost for reforesta-
tion. The annual operational expenditure (OPEX) (per ha)
was then approximated by summing management, main-
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Fig. 1. Variation of yearly CO, uptake with plantation
age

tenance and supplements application costs for a eucalyp-
tus reforestation project in Brazil (Guitart and Rodriguez,
2010). All these costs have been then readjusted to 2005
USD (Statistics and Index, 2018) equivalent to account for
inflation and thus have a fair comparison with the pro-
jected cost of carbon. This resulted in cost of investment
of $ 5524 /ha and operational cost of $ 51.7/ha.

Second, the CAPEX and OPEX costs have then been
inflated to the appropriate simulated years using the cur-
rent inflation rate of 2.4% (Bank of England, 2018). The
process of inflation assumes year 2018 as the reference
year (or year 0) in the analysis. A discount rate of 5%
is used as it is a common base line for terrestrial carbon
studies (Sullivan et al., 2005).

Third, the sequestered carbon dioxide from the atmo-
sphere can then be equated to a monetary value (2005
USD), based on cost of carbon projections (Kriegler et al,
2014). These projections are based on limiting the atmo-
spheric greenhouse gas concentration to 450 ppm (CO;
equivalent) by 2100 (Kriegler et al., 2014). The explored
carbon price trajectories are illustrated in the Scenario
section.

Fourth, a NPV analysis using the costs and estimated
sequestered carbon dioxide as potential revenue gener-
ation across all three carbon price scenarios was then



performed. The NPV was used to determine whether
reforestation is an advantageous project.
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2.4. Soft-link with MUSE

The interaction between the presented model and MUSE
is shown in Figure 2. Results from MUSE such as the
liberated amount of land is inputted into the reforestation
model. The outputs of the model, most importantly the
carbon sequestered in the simulated period is fed back
into MUSE. This feedback loop provides an updated car-
bon price strategy for the entire modelled sectors.

2.5. Model Limitations
This model has the following main limitations.

e The albedo effect: due to reforestation, the amount
of solar radiation reflected off the planet is reduced.
This would lead to an elevation in global temperature
due to an increase in absorption of infrared radiation
from the sun. This ecological effect has been dis-
regarded in this model as the integration with the
energy model (MUSE) also does not consider it.

¢ Tree Litter: during the simulated period, there would
be an accumulation of litter with a varying rate. How-
ever, this carbon pool is much smaller than the three
considered and was thus disregarded (Smith et al.,
2014).

* Species Specificity: the carbon uptake values are sub-
ject to vary with different species, this complexity has
not been considered due to the lack of available data
in literature.

2.6. Scenario

The cumulative land liberation data obtained from MUSE
is shown in Table 2. It represents actual land area available
from previous pasture or agricultural crop land. In this
study, a single land scenario is explored. The presented
results are based on the ‘Reference’ scenario, exploring
the maximum amount of carbon that can be sequestered
directly from the atmosphere based on the available land.

MUSE predicts (based on the Brazilian government
projections), (EPE, 2018) pasture land liberation due to
an increase in cow grazing efficiency, from 1 to 1.7 cattle
heads per ha by 2050, while agricultural land keeps ex-
panding at a constant rate. The results of these models are
used to present a simulated scenario after reforestation
has taken place with the economic and environmental ben-
efits being assessed. The simulated period of this model
is from 2025 to 2050.

As the cost of carbon could be based on emissions of
greenhouse gases from the industry and the energy sys-
tem, three scenarios of carbon prices are considered: no
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CCS, conventional technology (conv tech) and full tech-
nology implementation (full tech). The conv tech employs
solar, wind and biofuels technology while full tech em-
ploys the aforementioned technology and CCS. This is the
same pricing strategy as the one used in MUSE and was
thus necessarily applied to this model due to link between
the two models. As the carbon price data from 2005 to
2100 have been only available at 5-year intervals, linear
interpolation was used to find intermediate price projec-
tions for every year during the simulated time between
2025-2054. These projections are shown in Figure 3.

3. RESULTS & DISCUSSIONS

3.1. Carbon Sequestration

The graph in Figure 4 shows the carbon sequestration
potential if all the available land is either pastural or agri-
cultural. The first insight that can be obtained from this
graph is that pasture land has a higher uptake compared
to agriculture land. This is possibly due to higher nutri-
ents availability in pastural lands compared to agricul-
tural lands. There is a peak in year 2030 as that year has
the largest amount of land acquisition, thus has the largest
sequestration potential. Modelling outputs suggest that
the total carbon sequestration from the available land in
this scenario is 7.24 Gt and 8.32 Gt of CO, for agriculture
and pasture land respectively. For carbon sequestration
to increase in the future, an increase in land acquisition
is required. However, land prices may also increase be-
yond inflation due to increasing land demand caused by
reforestation. This could result in a significant decrease
in the profitability of the project and make the reforesta-
tion project no longer viable. The impact of land prices is
investigated in more depth later in this report.

Once the pricing strategy introduced in the report is
applied to the sequestered carbon, the revenue generated
due to the cost of carbon abatement is shown in Figure 5.
As there is a significant range of potential revenue based
on the pricing scenario, it highlights the importance of
knowing what technologies can be used at full scale to
target climate change. This could have a direct impact
on the profitability of the reforestation project. The intro-
duction of carbon prices could also evolve into carbon
trading schemes where countries or businesses use their
ability to sequester carbon and charge other countries or
businesses to capture carbon for them. Charging at a price
premium, this becomes a revenue generation method for
stakeholders with advanced carbon capture technology.
The exact carbon price applied could be of utmost impor-
tance to these stakeholders as it could be their primary
incentive to upgrade and invest into CCS and reforesta-
tion projects. Additionally, this carbon trading scheme
could benefit both countries and enterprises. Carbon cap-
ture technology could add to their GDP due to resulting
profits from the carbon trading scheme. On the other
hand, countries and enterprises without carbon capture
technology can outsource carbon sequestration, reducing
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Table 2. Modelling outputs from MUSE for three different scenarios in Cerrado showing cumulative land availabil-
ity (Mha) in the simulated time

Scenarios 2015 2020 2025 2030 2035 2040 2045 2050

Reference 00 00 06 96 130 145 176 214
High Yielding agriculture 0.0 0.0 1.1 108 150 172 212 259
Low yielding agriculture 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

their capital investment into this technology. The exact
benefits and drawbacks for both divisions of stakeholders
under the carbon trading scheme needs further research.

3.1.1. NPV Analysis

42,000 Applying the capital and operational costs based on the
land available in the year considered, result in the NPV
analysis shown in Table 3. Based on the carbon abate-
7 I ment cost applied, the project of reforestation is highly
= - profitable, where the lowest NPV exceeds half a trillion
3 a0 il dollars. This analysis shows that reforestation is not lim-
ited by its technoeconomic characterisation.

: daedVemt T 3.2. Sensitivity Analysis
Cak 1 FEMLONE | e=Dhinosngy LLS
3.2.1. Discount Rate
Fig. 3. Carbon cost projections across all three consid- To analyse the risk associated with this project, a sensitiv-
ered scenarios ity analysis on the discount rate was conducted, varying

the discount rate to 10% and 15% to explore an increase in
the potential risk of the project. The results of this analysis
can be found in Figure 6. It is found that even with a
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Fig. 4. Carbon dioxide sequestered from the atmosphere
per year

Note: MUSE runs on a 5-year time step, thus points on the
graph demonstrate average sequestration potential in the
5-year period, from the available land.

Fig. 5. Revenue generated from carbon sequestration
based on the carbon abatement pricing strategy

discount rate of 15% the minimum NPV on Pastural Land
is roughly $ 80 bn, reinforcing the profitability of this
project. However, the carbon abatement cost proposed by
Kriegler et al., 2014 is much higher compared to the soci-
etal cost of carbon (discussed further in this report). Thus,
the amount of revenue generated from the process is the
biggest source of risk in this project, highlighted by the
astronomical and unattainable IRR of over 2500%. Thus,
the uncertainty of the cashflows; the biggest risk of the
project can only be managed once the carbon abatement
cost is globally agreed upon.

3.2.2. Neglecting SOC

Since SOC measurements come with high uncertainty, the
profitability was analysed in a scenario where this carbon
pool is completely disregarded. The comparison of NPV
with and without this carbon pool is shown in Figure
7. Since SOC absorbs over a third of the total carbon
pools considered, this has a significant impact on the NPV,
dropping over $ 400 bn. This highlights the need of an
effective method to accurately measure organic carbon
in soil. Additionally, a similar sensitivity analysis on the

Table 3. NPV of all 6 scenarios considered
USD 2005 NPV/ $ Bn

Full Tech Implementation Conventional Tech no CCS
Agriculture  $ 501 $1,067 $2,068
Pasture $ 590 $ 1,255 $2,420

Note: MUSE uses the Full Tech implementation pricing strat-
egy, as such only results of this scenario are discussed further.

Fig. 6. Assessing the NPV of the project with increasing
degree of risk

discount rate was conducted to analyse the NPV with a
higher risk factor. As seen from Figure 8, even neglecting
SOC and increasing the discount rate to 15%, this carbon
abatement pricing strategy could still produce a NPV of
around $ 20 bn. Another insight that can be drawn from
Figure 8 is that every land acquisition causes a notable dip
in the NPV, with a negative NPV in 2030 due to a large
amount of land acquired. This stresses the biggest cost of
the reforestation project; land acquisition. This is analysed
further in the next section.

Fig. 7. Comparison of NPV with and without consider-
ing SOC

3.2.3. CAPEX & OPEX

Having established that the land acquisition cost is the
biggest expenditure endured in this project, the degree
of impact was then further analysed. This was done by
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Fig. 8. Sensitivity analysis on discount rate when SOC is
neglected

Table 4. Sensitivity Analysis on CAPEX and OPEX
USD 2005 Cost of CO;, Capture/tn
100% Agriculture Land 100% Pasture Land

Reference Cost  $ 31.27 $27.20
CAPEX +20% $36.50 +17% $31.76  +17%
CAPEX-20% $26.04 -17% $2265 -17%
OPEX +20%  $3229 +3% $28.09 +3%
OPEX -20% $3025 -3% $26.32 -3%

considering the cost of carbon in reforestation. The cost
of carbon was found by summing the total capital and
operational expenditure throughout the simulated period,
and then divided by total amount of carbon sequestered
in the simulated period. This was found to be roughly
$ 30/tn of CO, and is labelled as the reference value in
Table 4. Varying CAPEX by 20% results in a 17% impact
on the cost of carbon. Thus, CAPEX is deemed to have a
moderate sensitivity on the project and more thorough,
region specific data is required for more accurate analy-
sis of the reforestation project. Similarly, OPEX has 3%
sensitivity on the cost of carbon, deemed to have a low
sensitivity on the project of reforestation. Although a de-
tailed breakdown of operational cost is required, it would
not have a quantitative impact on the analysis. It could
however aide with the qualitative understanding of the
project.

3.3. Reforestation in Brazil vs CCS

After performing the sensitivity analysis, the cost of se-
questering carbon (per tonne) through reforestation has
been compared to the cost of three industrial CCS tech-
nologies: Post Combustion capture using amine, Chemi-
cal Looping and Oxy-Combustion. This cost includes the
cost of capture and the cost of transport - using an average
value for 250 km of onshore pipeline and a transport ca-
pacity of 300 Mt of CO; per year. (Budinis et al., 2018). As
reforestation does not require any cost for transport, this
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is a fair comparison between two alternate carbon capture
technologies. This comparison is shown in Figure 9. It
was found that reforestation in Brazil’s Cerrado region is
cheaper (per tn of CO,). Additionally, even after disre-
garding the cost of transport in CCS (USD 2005 $ 14.42),
the cost of carbon of reforestation is still cheaper than CCS.
It is important to note that this comparison is only valid
for the region considered in this study, it is likely that cost
of carbon in reforestation may be similar or exceed the
cost of CCS due to higher land prices in European and
North American regions. Currently CCS technology is
in early stages of development and leaves behind waste
material that could be dangerous. In addition, CCS has
an energy penalty, using 10-40% of the energy produced
by a power station for carbon capture and storage (Green-
peace, 2018). Moreover, the total additional costs of an
early stage CCS demonstration project is estimated to be
0.5-1.1 billion euros over its lifetime (Thorbjornsson et al.,
2018). Thus, reforestation could be used in the short term
until CCS technology matures and becomes more cost
effective.

Fig. 9. A comparison of cost of capturing carbon be-
tween CCS technologies and reforestation in Brazil (Bu-
dinis et al., 2018)

3.4. Societal carbon cost Vs Carbon Abatement cost

Using the same rate of change of carbon cost as Kriegler
et al., 2014, the minimum cost of carbon resulting in this
project being profitable with a positive NPV has been
found. This was then compared to the societal cost of
carbon from literature, since the abatement costs of car-
bon from Kriegler et al., 2014 are very high and a scenario
where someone could pay this cost is unlikely. The mini-
mum current abatement costs that could result in a prof-
itable NPV are demonstrated in Table 5. As every pricing
strategy described by Kriegler et al., 2014 has a different
growth rate, all three growth rates have been considered
to find the minimum cost for both types of land consid-
ered in this model. Since sequestration potential varies
by land types, the minimum cost of carbon for a positive
NPV varies with land type.

The impacts of climate change costs taxpayers, busi-
nesses, families and governments billions of dollars due



Table 5. Minimum carbon cost that results in a positive NPV for reforestation in Brazil

100% Pasture Land

100% Agriculture Land

Scenario  (USD 2018) Minimum (USD 2018) Carbon  (USD 2018) Minimum (USD 2018) Carbon  (USD 2018) Carbon
initial carbon price Price at the end initial carbon price Price at the end price by
for profitable of the simulation for profitable of the simulation Kriegler et al., 2014
reforestation period using the reforestation period using the at the end of the
in Brazil minimum carbon in Brazil minimum carbon simulation
price as initial price price as initial price  period
Full Tech ~ $16.65 - $16.66 $75.58 - $75.63 $19.19 - $19.20 $87.09 - $87.16 $598.82
Conv Tech  $13.17 - $13.18 $104.02 - $104.12 $15.33 - $15.34 $121.09 - $121.20 $1636.31
No CCS $11.50 - $11.51 $99.02 - $99.13 $13.39 - $13.40 $115.31 - $115.41 $2911.23

Note: The exact dollar value of carbon cost that results in a net zero NPV of the project falls in between the range provided. As
such the lower carbon cost results in a negative NPV and the upper carbon cost results in a positive NPV.

to factors such as destruction of property, rising healthcare
costs and increases in food prices. This is the societal cost
of carbon, a monetary value that evaluates the economic
damage caused by the impacts of climate change due to
the emission of 1 tn of CO,. The current social cost of
carbon is valued at $ 40/tn of CO, and is considered to
be far lower than the true cost of carbon (Environmental
Defense Fund, 2018). The already undervalued societal
cost of carbon is at least double the minimum carbon cost
of a profitable reforestation project in Brazil. Considering
the scenario applied in MUSE, a Full Tech Pricing Strategy
where the vast majority of liberated land comes from Pas-
ture land use results in a current societal cost of carbon
that is roughly 2.5 times larger than the minimum carbon
abatement cost. Using the current estimated societal car-
bon cost (USD 2005 $ 30.89 (Statistics and Index, 2018)) as
the initial carbon cost in the technoeconomic analysis, the
scenario with Full tech implementation on pasture land
has a NPV of USD 2005 $8.81 bn. Although much lower
than the NPV from the carbon abatement cost used in this
model, the profitability of this project with the current
(undervalued) societal carbon cost strengthens the viabil-
ity of reforestation in Brazil and the validity of the results
produced by this model.

3.5. Brazil’s efforts towards NDC targets

Brazil intends to commit to reduce greenhouse gas emis-
sions by 37% below 2005 levels in 2025.To meet the NDC
targets, Brazil plans to restore and reforest 12 million
hectares by 2030, for multiple purposes. In addition,
it plans to restore an additional 15 million hectares of
degraded pasturelands by 2030 and enhance 5 million
hectares of integrated cropland-livestock-forestry systems
(ICLFS) by 2030. It also plans to prevent any illegal defor-
estation in the amazon rainforest by 2030. Brazil plans to
decrease its GHG emissions using a combination of CCS
and reforestation. Our model enables us to project the neg-
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ative emissions that could result from reforestation. This
is modelled assuming 90% pastural and 10% agricultural
land as this is roughly the current make-up of the Cerrado
region. Projecting the results until year 2050 of our refor-
estation model result in slightly missing the 2030 NDC
target. Emissions in Figure 10 consider the negative emis-
sions from both CCS technology implemented in power
stations that could decrease the GHG emissions into the
atmosphere as well as reforestation. Therefore, it is highly
advantageous to implement reforestation in Brazil in tan-
dem with CCS to meet set NDC goals. It is however
important to understand that this model predicts the max-
imised carbon sequestration potential from the available
land in the discussed scenario; in reality the sequestra-
tion may be much lower due to drop in land utilisation.
This results in being much further away from the NDC
target. Additionally, other sectors have proved to have a
substantially slower transition to clean energy technology
(Environmental Leader, 2018). Thus, to meet the Brazilian
NDC target, major changes in all industries are required
to lower the carbon emissions across all sectors. Since
Brazil invites support from developed countries, other
countries could possibly invest in Brazilian reforestation.
This could be subject to negotiations: which countries
NDC'’s could reforestation contribute to? and who gets
the retained earnings from the profits of reforestation?
This symbiotic relationship can result in further positive
knock on effects with other countries that are currently
not prioritising tackling climate change to reconsider their
position.

4. CONCLUSION

The integration of a comprehensive reforestation model
into an energy system model (MUSE) is the first step to-
wards coordination between the industry and the agricul-
tural sector.
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Fig. 10. Comparing negative emissions due to reforestation in the Cerrado region to the overall greenhouse gas emis-
sions in Brazil

For the proposed framework, all carbon pools (above- could reduce over time while the cost of reforestation
ground, belowground and soil organic carbon (SOC)) could increase due to increasing land prices. It is thus
have been considered in the model. As SOC is a very dif- more advantageous to utilize reforestation more in the
ficult carbon pool to measure, a scenario was considered near-future and CCS in the longer-term future to meet
that neglected SOC, only drawing on data from above- NDC targets. Additionally, Brazil intends to meet their
ground and belowground carbon pools. short term NDC targets by restoring and reforesting at

Based on the scenario and the carbon abatement cost, least 12 million hectares of land, thus, this model and the
the minimum NPV from carbon Sequestration exceeds modelling out'puts from this analysis can be directly used

(USD 2005) $ 500 bn and still maintains a highly profitable to understand how these steps will impact the Brazilian
NPV of roughly $ 80 bn at a much higher discount rate GHG emissions.

of 15%. The cost of carbon of reforestation in Brazil was
found to be in the range of $ 22.65 - $ 36.50 (per ton of
CO,). The societal cost of carbon falls in the middle of 5. FUTURE WORK

this model’s range at $ 30.89/ton of CO,. Using this as Further work is needed to strengthen the model link and

the initial carbon abatement cost in the technoeconomic make it a hard-link with MUSE. The feedback loop to
analysis results in a NPV of over $ 8 bn, strengthening MUESE should enable better estimations of carbon (abate-
the viability of reforestation in Brazil to combat climate ment) costs, which was an area of uncertainty for this
change. analysis. Only three factors of the operational costs have

Due to sensitivity of CAPEX identified in this report, been considered in this model, other costs such as the
a more thorough breakdown of land costs that considers reapplication of fertilizer, need to be accounted to build
the region of land, previous land use, topography of land a more robust model. Finally, a model should be built
and more. This data can be applied to better understand to optimize the allocation of land available for reforesta-
the technoeconomic characterisation of reforestation. tion and the growth of biofuel crops. This could be used

Reforestation could be a bridge to transition to clean to meet the increasing industry demand for biofuels and
energy sources and should be used in complement with BECCS due to the expected shift in industry towards clean
industrial CCS across other sectors. Taking an average and sustainable energy technology.

of the CCS technologies considered, the costs of carbon

dioxide absorption using CCS is $ 32.8 more per ton of

carbon dioxide, an increase of 107% compared to refor- 6. ACKNOWLEDGEMENTS

estation modelled in Cerrado, Brazil. However, due to the The authors thank Dr. Ivan Garcia Kern for his extremely
nature of technology advancement, costs of CCS certainly valuable insight in this analysis.
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Abstract

The stabilisation of a sunflower oil-based foam using Hydropel QB wax has been studied, including
the preparation and long-term stability of the foam, as well as the temperature dependence of the
dissolution rate of the bubbles. In addition, an analysis of the effect of wax-crystal stabilisation at the
air-oil interface was conducted using the pendent drop method. The preparation conditions of 80-110
°C and 1-3.5% (w/v) (wax in oil), resulted in the highest number of bubbles and the most stable foams.
It was shown that the wax adsorbed at the interface caused a slight reduction in dissolution rate
compared to clean bubbles, but that the combination of bulk and interfacial effects on stability resulted
in the slowest dissolution rate at 25 °C. An increase in temperature was observed to cause the dissolution
rate to increase for all sample types across the temperature range of 25 °C, 90 °C and 130 °C. The
pendent drop analysis highlighted that the presence of wax crystals at the air-oil interface resulted in a
reduction of the effective surface tension, (=20-21 mN-m™' compared to 32 mN-m! for pure sunflower
oil) however the dilational modulus values calculated were irreproducible.

Keywords:
oil foam, dissolution rate, wax crystals, dilational modulus, Pickering stabilisation
1 Introduction tension reduction, and causing the adsorption of
Foams are used in many industries, but whereas oil-soluble surfactants to be energetically
the behaviour of aqueous foams has been well unfavourable.!! However, it has been found that
studied and documented,'” information small solid particles are effective at stabilising
concerning non-aqueous foams remains scarce, both aqueous and non-aqueous foams by
though interest in the topic has increased in the adsorbing at the bubble interface effectively
past few years.®> Despite the lack of research, irreversibly due to the extremely high
there are many applications of oil foams, attachment energy'? — this is called Pickering
including in personal care products, and edible stabilisation. These particles not only reduce
foams.* The food industry has historically used the effective surface tension at the interface, but
trans-fats as the stabilising agent in many food also create a densely packed layer around the
products, but by replacing them with oil foams, bubble which can prevent gas diffusion and
the fat content of these products can be bubble coalescence.!® The use of these particles
reduced.’ In the petroleum industry, the use of has a number of advantages including creating
non-aqueous foams as drilling fluids allows thermoresponsive systems and contributing
drilling to be undertaken on water-sensitive magnetic or catalytic properties.’
rock formations without a drop in permeability The bubbles in foams are stabilised not
due to damage to the formation.®* only through interfacial rheology, but also the
Bubbles are not energetically bulk rheology of the system. Kloek et al.'*
favourable and will naturally dissolve or found that bulk and interfacial elasticity in
coalesce over time, and so in order to create combination could in fact stop bubble
stable foams, different molecules are added to dissolution, and Gunes et al."® concluded that
the bubble surface. The stabilisation of aqueous whereas interfacial contributions allow the
foams has traditionally been achieved through formation of bubbles, the bulk rheology allows
the use of surface-active agents (surfactants),’ the bubbles to remain stable for a period of
which involves the adsorption of surfactants to time. They describe structures in the bulk and
the air-water interface, thereby leading to a bridges between neighbouring bubbles which
reduction in the surface tension of the interface are responsible for bulk viscous and elastic
and thus a free energy gain for the system. In contributions to stability. Knowledge of
the case of oil foams, the surface tension of the specific parameters for different systems such
air-oil interface is less than that of the air-water as surface tension, or the dilational moduli, is
interface (=25mN-m™! compared to =72mN-m also particularly useful for engineering and
110 resulting in a smaller potential for surface designing products, but these are difficult to
1
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measure and are dependent on the composition
of each individual system.!® It is also known
that the production of particle stabilised oil
foams depends on the gas incorporation
process, with methods such as hand shaking,
depressurisation and whipping previously
studied.>!

Bubble dissolution at low
concentrations is governed by Henry’s law, and
since Henry’s constant is temperature
dependent, temperature has a substantial effect
on bubble dissolution rate.!” It is crucial to
understand the effect of temperature on
dissolution so that consumer products can be
formulated, stored and transported without
decreasing their stability. = Temperature
dependence also affects the oil industry through
the crystallisation of wax in oil pipelines,
highlighting the wide range of applications
temperature  dependence research could
benefit.'® Garbin et al.!” found that for aqueous
systems, a steady reduction in temperature
caused otherwise stable bubbles to coalesce and
dissolve. Achakulwisut et al.'* found the
opposite behaviour for an alkane-based system,
which is due to the opposite relationship
between Henry’s constant and temperature.
However, many studies on foams do not test
wide temperature ranges.'*!?

Research on non-aqueous foams is not
common and the use of wax particles to
stabilise oil foams is a little studied method of
stabilisation. Through our research on a
sunflower oil system stabilised by Hydropel
wax, we aim to address some of the current
knowledge gaps relating to understanding the
effect of solid particles at the bubble interface
on the stability of the system, and the effect of
temperature on bubble dissolution. We also use
a novel method to analyse aspects of the
interfacial rheology of the foam. These
experiments allowed us to qualitatively and
quantitively measure the effect the wax crystals
have on the bubble interface and stability, and
provide useful insights for food and cosmetic
product companies when developing new
products.

2 Background/Theory
2.1 Bubble Stability and Dissolution

2.1.1  Stability
The theory presented regarding 2.1.1.) bubble
stability and 2.1.2.) bubble dissolution is
primarily from Poulichet and Garbin,'” and this
paper can be referenced for more detail.
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Bubbles shrink and coalesce because they are
not energetically favourable. Surface tension at
the curved vapour-liquid interface is
responsible for creating a pressure difference
known as the Laplace Pressure, given by,

20
AP = - (1)
where o is surface tension and R is the bubble
radius. Placing a solid particle at the interface
reduces the effective surface tension and the
particle becomes effectively irreversibly
adsorbed, with the energy of attachment being
given by,
E = nr?y,p(1 £ cosf)? (2)
and the contact angle, determined by Young’s
Law, given by,

cos@ = Y1s—Ya2s

(3)
Yo
where o is the surface tension between the 2
phases, vis between the surface and phase 1
and y»s between the surface and phase 2° A
contact angle as near to 90° as possible will
create the greatest energy saving.

2.1.2 Bubble dissolution

Gas will diffuse in or out a bubble if the gas
concentration inside the bubble is not the
saturation concentration, and this depends on
the concentration gradient. The saturation
concentration is given by Henry’s Law,

cs = kyMP, (4)
where ky is Henry’s constant, M is the molar
mass and P; is the partial pressure of the gas
acting on the interface. By combining this
relation with the pressure inside the bubble,

P, =P, + AP (5)
a mass balance and Fick’s Law, the rate of
change of the bubble radius can be determined
as,

R=-DkyR,T|1 + 2M 2y
- H%g f poR,T R
2M 27\ "
X1+ ld
3poR,T R
7+ =)
X|= .
R /DT

(6)
When temperature is taken to be time-
dependant as in our experiments, the relation
becomes,
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where T is the cooling rate. Temperature affects
bubble dissolution by changing the gas density
in the bubble - therefore affecting the saturation
concentration and dissolution rate - and by
changing the surface tension and therefore the
Laplace pressure. This simplified model was
developed to give a qualitative understanding of
how temperature change affects bubble
dissolution.

2.2 Surface tension
2.2.1 Theory and stability criterion

Surface tension is caused by cohesive forces
and acts against gravity or buoyancy to hold
bubbles or droplets together, so that the bubble
or droplet minimises its surface energy. When a
bubble shrinks, the surface compresses and the
surface tension decreases. The interfacial
dilational modulus is a measure of the change
in surface tension with surface deformation (or
A, area), given by the Gibb’s elastic modulus'?,

do
Ea= gm (8)

Stabilisation occurs when dAP/dR > 0 and so
combining this with the relationship for Eq
gives the following stabilisation criteria,'

E; > % (9)
Kloek et al.'* were the first to model both the
bulk and interfacial contributions to stability
simultaneously. They conclude that solving Eq.
(8) gives,

o(R) = 0y + 2E4In "2 (10)
0

which they then include in their mass balance.

2.2.2  ImageJ pendent drop analysis
Image] analyses a photograph of a droplet and
determines various properties including surface
tension.' A droplet can be modelled using 3D
spherical coordinates z (height), r (radius) and
vy (the angle between the tangent plane to the
interface and the horizontal). By expressing the
mean curvature of the droplet as a function of
these parameters and including that at
equilibrium the hydrostatic pressure difference
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is equal to the Laplace pressure, an expression
for pressure equilibrium can be derived,'*
=5 (11)
where [ is the capillary length. The Imagel
plugin integrates this equation to obtain a drop
contour and further rescales, translates and
rotates the contour using five parameters to
match it to the photograph. A droplet of oil
coated in the wax gel is thought to be a good
representation of the oil foam interface. The
surface tension of sunflower oil was estimated

to be around 32 mN-m™.2% 2!

1 . d do
—=ZSing =—(—+
12 ¢ ds(ds

3. Experimental procedure

3.1 Foam preparation

Hydropel wax was measured and added to
Tesco sunflower oil in a vial at 2.5% (weight by
volume, w/v), before being heated then mixed
for 2 minutes (as established by previous
research? as the optimum mixing time) using a
Grant-bio PV-1 Vortex Mixer. The sample was
spooned onto a prepared microscope slide and
contained by a spacer. Diluted samples were
prepared by spooning one drop of foam, then
filling the spacer with pure sunflower oil. The
samples were photographed using an inverted
microscope and a Thorlabs DCC1645C camera.

3.2 Temperature dependence

An Olympus BXFM, BX-URA2 microscope
was used in conjunction with a Thorlabs
DCC1545M camera to photograph bubbles of
an approximate radius of 100 um. Slides were
prepared using the same methods stated above
in 3.1, and samples of pure oil, oil foam diluted
with pure oil and pure oil foam were
investigated. The slides were placed in a
Linkam Temperature Control Stage which was
connected to a T95 Temperature controller and
LNP95 cooling pump with a liquid nitrogen
source. This set-up allows a constant heating
rate of 5 °C-min”' to be selected during the
heating phase from 17 °C and the desired
temperature to be maintained during the study.
Three temperatures were selected (25 °C, 90 °C
and 130 °C), chosen to give a good spread over
the melting temperature range of the wax (50-
105 °C)* to test whether the melting of the wax
affected the final foam quality.

Images were taken every 10 seconds
and compiled into one video file. These video
files were analysed in MATLAB using Otsu
thresholding® to identify the edge of the
bubble. By converting each frame into a binary



image with the bubble appearing as a dark
object, the area occupied by the bubble could be
obtained by counting the number of black
pixels in the image and hence the radius of the
bubble can be calculated. The radius data is
then plotted against time to show the rate of
dissolution.
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Figure 1: Pendant drop set up."®

3.3 Pendent drop

The set-up for the pendent drop experiment is
adapted from the measurement bench described
by Adrian Daerr (Fig. 1). Light originates from
a source placed level with a Thorlab camera,
then passes through a diffusor and a condenser,
ensuring that the light rays are parallel to the
optical axis. The condenser is used to prevent
grazing reflections at the edge of the drop,
which can cause the droplet to appear smaller
than its actual size, affecting the calculated
value of surface tension. The droplet is
suspended between the condenser and the
camera, which is focused on the drop, from a
blunt needle connected to syringe pump.

The experiment begins with a droplet
of pure oil, approximately one third of the
maximum volume before the drop would detach
from the needle. The oleogel (hot and cold were
both tested) is then deposited onto the droplet
using a syringe. The droplet is expanded and
contracted in stages, with images taken at each
stage after the droplet has come to rest. These
images are analysed using the pendent drop
plugin for ImageJ.” The data from this analysis
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is plotted in MATLAB on a graph of surface
tension against surface area, from which Eq4 can
be calculated using Eq. (8).

4. Results

4.1 Foam preparation

The bubbles produced were irregular in shape
with textured surfaces, which is common for
non-aqueous foams stabilised by solid
particles.* As shown in Fig. 2a and 3a, it was
found that the highest number of bubbles were
found in the range 80-110 °C, which is within
the melting range of the wax, suggesting that
the coating of bubbles is much more successful
when the wax is molten. Fig. 2a shows an
approximation of the number of bubbles in the
initial sample photos and 1 week later.
Although the 85 °C sample showed a drop in
bubble number, the bubbles are of a large size
which is also an important factor for foam
quality. Photographs that were taken one week
later to check the stability of the foam, (Fig. 2b
and 3b) also show that the bubbles in the range
80-110 °C were the most stable, and so this was
chosen as the optimum range for preparation.
Since earlier work** was completed at 90 °C,
this was our chosen preparation temperature to
allow comparison of our data.

In addition to the pure samples, diluted
samples were also prepared to investigate the
contribution of interfacial and bulk effects on
stability. The diluted samples showed fewer
bubbles, and crystals of wax were formed in the
pure oil surrounding the sample, shown in Fig.
4, as found by Gunes et al.'® In addition, no
bubbles transferred into the pure oil phase. This
indicates that the wax present in the bulk or
‘matrix’ around the bubble has a positive
influence on stability, which is consistent with
Kloek at al.'* who state that both the bulk and
interface play a role in stabilisation.
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Figure 2: Number of bubbles at each temperature (a) and concentration (b) studied, immediately after sample preparation

and 1 week later.
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110°C
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1.0% 2.5%

Figure 3: Bubble images at 4x magnification at different preparation temperatures (a) and after 1 week (b), and bubble
images at 4x magnification at different preparation concentrations (c) and after 1 week (d).

The effect of the concentration of wax in
oil was also investigated, (Fig. 3c), within the
range of 0.5-7.5% (w/v), since previous work
was carried out at 2.5%. Below 2.5% it was
found that very few bubbles formed, and above
3.5% the mixture became extremely opaque
under the microscope and difficult to observe
(Fig. 3c and 3d). At low concentrations it is
thought that there is not enough wax to coat the
bubble surfaces and that rate of collision

Figure 4: 16x magnification showing crystals of wax
present in dilute samples.
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between the wax particles and bubbles is not
high enough. At 7.5% the bubble density was
observed to decrease, but this may be because
the samples were very opaque and difficult to
analyse. The optimum range for number of
bubbles was found to be between 1-3.5% with
1% and 2.5% showing the best stability after 1
week (Fig. 2b). As none of the concentrations
studied showed significant improvement on
2.5%, this was the chosen concentration for the
following experiments, to again allow the
comparison of our results to earlier work.*

4.2 Temperature dependence

A clear trend between temperature and bubble
dissolution rate for pure sample bubbles was
found (Fig. 5¢). The pure sample at 130 °C
dissolved the fastest, followed by the sample at
90 °C then 25 °C. Although not shown in the
figure, the 25 °C sample was left for 7 hours and
did not dissolve in this time. This is in
agreement with Achakulwisut et al.'* who
found that dissolution rate increased with
increasing temperature for a non-aqueous
system. This is because Henry’s constant



increases with temperature for alkanes'* and
although Henry’s constant for sunflower oil
was not measured, our findings suggest the
same trend is true. Although the radius does not
reach zero on the figure, the asymptotic ending
to the curve does indicate full dissolution and is
simply a feature of the image analysis.

The 25 °C samples (Fig. 5a) show
clearly that the pure sample bubble
experienced very little dissolution compared to
the dilute sample bubble, and the clean sample
bubble had the fastest dissolution rate. This
shows that at this temperature, the wax coating
at the interface and any wax present as a matrix
in the bulk effectively contribute to bubble
stability. Since the dilute sample bubble had a
similar but fractionally lower dissolution rate
than the clean bubble, this suggests that
stabilisation at the interface is having a
positive effect but that the absence of bulk
contributions resulted in decreased stability. It
is also known that larger bubbles dissolve
slower, and the dilute sample bubble began
approximately 10 pum larger than the clean
bubble yet still dissolved faster. At 25 °C, none
of the bubbles fully dissolved in the allocated
timeframe.

The 90 °C samples (Fig. 5b) show an
interesting phenomenon in which the clean
bubble radius increases before the bubble
shrinks, which was observed more than once.
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This is thought to be due to Ostwald ripening?®
but there is insufficient information regarding
the surrounding bubbles to confirm this
hypothesis. The bubbles in the dilute and pure
samples never showed any growth so this may
indicate that the wax can prevent Ostwald
ripening. Another point to note is that although
the clean bubble appears to have dissolved the
slowest (4240 seconds), if taken from the time
that the bubble returned to approximately 100
pm, the clean bubble showed the fastest
dissolution rate (130 seconds, compared to
1510 seconds for the dilute sample and 2260
seconds for the pure sample). Finally, the
bubble in the dilute sample again dissolved
faster than the pure sample bubble,
highlighting the positive contribution of bulk
stabilisation.

Pure, dilute and clean sample bubbles
were also tested at 130 °C however the results
were not as expected. The dilute sample
bubble remained stable the longest, whilst the
clean and pure sample bubbles dissolved
considerably faster. As this result does not
agree with the previous temperatures, it is
thought to be an anomaly and it is suggested
that repetitions are carried out. The bubbles
moved considerably due to convection, and
many dissolved entirely before reaching 130
°C, which will have caused some error in the

results. This experiment has not been
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Figure 5: The clean, diluted and pure sample bubbles at 25°C (a) and 90°C (b), and the comparison of different temperatures
for pure sample bubbles (c) indicating an increase in dissolution rate with temperature, and diluted sample bubbles (d),
showing complete dissolution or shrinkage for each temperature.
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completed at 130 °C before, and so further
exploration of temperatures above the melting
range of the wax is also recommended.

4.3 Pendent drop analysis

A linear relationship between surface tension
and surface area was observed for the cold
oleogel deposited on the pure oil droplet, as
shown in Fig. 6. A significant reduction of the
surface tension compared to the pure sunflower
oil was recorded, =20-21 mN-m™' down from 32
mN-m’', suggesting that there is adsorption of
wax crystals at the air-oil interface. The
calculated Eq values of 0.996 mN-m™ and 1.34
mN-m’, for the expansion and compression
phases respectively, are less than the stability
criterion of =10.5 mN-m' (Eq. 9). These results
are to be expected, as the interface does not
remain stable indefinitely and in the
temperature dependence study, the dilute
sample bubbles either completely dissolve, as
shown in Fig. 5d, or dissolve faster than the
pure sample. Therefore, the Eq values should be
less than the stability criterion. For the study of
depositing hot oleogel onto the interface,
difficulties with the set-up led to experiments
with irreproducible data. Also, significant
differences between the surface tensions
measured suggest that further refinement is
needed before reliable data can be obtained.

As this direct measurement of
interfacial rheology has not been attempted in
this way before, several sources of error have
been identified and will require further study to
be eliminated. The primary source of error in
the system is due to the wetting of the needle or
capillary from which the droplet is suspended,
resulting in deviation from an ideal droplet
shape and thus incorrect surface tension
measurements. Furthermore, the coverage of
the droplet by the oleogel cannot be quantified,
meaning that each set of data was obtained
under different conditions. In addition, data
recorded for low droplet volumes resulted in
artificially high surface tensions, as the Bond
number is too small, so surface tension effects
dominate over the gravitational effects. For the
current set-up, the operating parameters were
identified as a minimum droplet surface area of
=8 mm? to eliminate the error from small Bond
numbers.
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Figure 6: Eq values for air/oil interface stabilised by cold
wax oleogel.

5. Conclusion

We have shown that the preparation of oil
foams is dependent on temperature and
concentration, whilst stability is due to
contributions from the both the bulk and
interfacial properties. The most stable foams
were observed for preparation conditions of 80-
110 °C and 1-3.5% w/v. A clear positive trend
was established between temperature and
dissolution rate for the three bubble types
studied, knowledge of which has an important
impact on the storage and transportation
methods of these foams, especially in the case
of aerated foods where certain products may
require refrigeration. The comparison of the
pure and dilute sample bubbles highlights the
positive contributions of bulk elasticity to
bubble stability as the coated bubble in oleogel
was observed to be the most stable at 25 °C and
90 °C (once the clean bubble growth was
accounted for). Interfacial contributions were
also confirmed at 25 °C, as the dilute sample
bubbles were stable longer than the clean
bubbles. The pendent drop study confirmed that
the presence of the wax crystals at the interface
led to a reduction in the effective surface
tension of the interface, however further
refinement is needed to be able to calculate Eq
reliably.

The aim of any future work should be
to carry out a more thorough investigation of
the interfacial rheology of the system,
specifically targeting the elimination of the
sources of error identified in the pendent drop
set-up. If this can be achieved, then the Eq
values for the interface can be compared with
the stability criterion Eq. (9) allowing for a
quantitative insight into the stability of these
foams. Values of the bulk elasticity could also
be calculated to confirm quantitively the bulk
contribution to stability. In addition, the
unexpected results observed for the 130 °C
temperature  study means that further



investigation into the behaviour of the three
systems at temperatures above the melting
range of the Hydropel wax is recommended.
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Viscosity and Density of liquid Diisodecyl-phthalate with dissolved CO:2 at
Temperatures between 313 and 373K and Pressures up to 800 bar.

FESARD Axelle
Department of Chemical Engineering, Imperial College London, U.K.

Abstract The viscosity of liquid diisodecyl-phthalate (DIDP) with dissolved CO, was measured at temperatures
between 313 and 373K and pressures up to 800 bar. Different molar fractions of dissolved CO; in DIDP were
studied from 0.2 to 0.8. A vibrating wire viscometer was used to do the measurements of viscosity and a vibrating
tube densimeter was used for the measurements of density. Some pure fluids (hexane, toluene, pure DIDP) were
first used to calibrate the apparatus and verify the ability of the wire of the viscometer to furnish good results.
Results with this apparatus for the pure fluids were found to be in a good agreement with the data in literature
[1][2] and existing correlation (less than 2% of error for viscosity and less than 0.5% error for density for pure
DIDP). The results for DIDP and dissolved CO, were not compared with any correlation as there is no correlation
existing yet. However, the results for pure DIDP were plotted against residual entropy to validate the behaviour
of the fluid even though the obtained curve was not the expected one. Nevertheless, the results for the mixture of
DIDP and CO; were as expected: viscosity decrease with the increase of the molar fraction of CO,. Viscosity also
decrease with temperature augmentation and pressure diminution.

Introduction

Knowing the properties of fluids is very
important for the good design and optimisation of a
process. The knowing of properties such as viscosity
and density is particularly important in oil industry
were these properties affects transport phenomena
and fluid mechanics for example and so the good
recuperation of the oil in reservoirs. Indeed, errors
in prediction could lead to 10% error on production
of heavy oil and so the loss of a massive amount of
money [3]. A way to facilitate the recuperation of
the oils in reservoirs is to add dissolved gases to the
liquids to lower their viscosities and get them more
easily because of the very low viscosities of gases in
general [4].

CO: is an environmental issue today as it is Figure 1. Principle of Enhanced Oil Recovery
partly responsible for global warming and
greenhouse gases emissions. That is why CO, But this discipline only allows to valorise a
emissions have to be decreased. Some different tiny amount of COy, that’s why Carbon Capture and
conventions made countries to take measures storage is very studied.
against CO; emissions such as the COP 21 in Paris
in which countries such as France made the Diisodecyl-phthalate  (DIDP) is an
engagement to decrease their CO, emissions by 20% industrial reference liquid used for example for the
by 2020. However, a total decarbonation in 2100 calibration of viscometers at high pressures. This
should still lead to a 2°C global temperature rise [3]. fluid is very viscous, 50 times more viscous than

CO, could be enhanced and have its xylene for instance. His behaviour as a pure fluid is
emissions decreased with notions such as carbon nowadays well known with a lot of different works
capture and storage (CCS) or enhanced oil recovery presenting measurements of viscosity and density of
(EoR) [5] [6] [7]. Carbon Capture and Storage DIDP among wide ranges of temperatures and
consists in capturing the CO» and to store it in empty pressurcs.
oil reservoirs on the ground in order to prevent it However, the behaviour of DIDP with
from being emitted in the atmosphere. Enhanced oil dissolved CO; is not known. This work aims at
recovery consists in injecting CO> in an oil reservoir starting to fill this gap. As a matter of fact, the
to lower the oil viscosity and get it more easily. The behaviour of DIDP with dissolved CO; could have
CO;, is then recycled and reused as shown in Figure some similarities with hydrocarbons. With the actual
n°l. issues of carbon storage and the needs for oil, being

able to predict the shift of the properties by adding
dissolved CO; in a viscous fluid could be useful. As
there is not any result for DIDP with dissolved CO,,
this work will aim firstly to restart and clean the
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vibrating-wire viscometer and the vibrating tube
densimeter before providing some measurements
and to analyse the effects of dissolved CO; with
DIDP on both density and viscosity.

Materials

Toluene and hexane were used for the
calibration and cleaning of the apparatus. Toluene
and hexane were used as received.

DIDP was obtained from Merck. The Cas
number of DIDP is 26761-40-0 and its purity was
99.8%. Chemical formula of DIDP is C2sHs604 and
its molar weight is 446.66g/mol. Before being used
in the apparatus, DIDP was dried to eliminate traces
of water. To that purpose a rotative evaporator was
used during more than one hour for each sample.
Moreover, pure DIDP was degassed under vacuum
before being injected in the apparatus. The DIDP
used was a mixture of several isomers. Figure 2
could show the general structures of the molecule.
Some variations of branching CioH2: chains could
occur.
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Figure 2. Representation of DIDP
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Background

Three different types of work could be used
to fulfil this work. First there is the use of the
vibrating-wire viscometer. There is also the
measurements of DIDP viscosity and density and
finally there is the measurements of viscosity and
density for mixture of CO> with another liquid.

The apparatus used for this work is a
vibrating-wire viscometer associated with a
vibrating tube densimeter. This apparatus could be
used to get accurate measurements of viscosity and
density.

A vibrating-wire viscometer is composed
of a wire surrounded by a magnet. The knowing of
the way it oscillates when current cross it under
vacuum conditions could be compare to the way it
moves when fluid surrounds it. This differences
could allow to get the viscosity value. A vibrating-
wire viscometer could be presented on a simple
electric circuit as in Figure n°3.
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Figure 3. Electric circuit representing the vibrating-wire
viscometer. N and S stands for the magnet poles. Zb is the
impedance of the fluid surrounding the wire. Zw is the impedance
of the wire and Zm is the impedance due to the motion of the wire
in the magnetic field. OSC is the oscillator and Rs is the series
resistance.

Vibrating-wire ~ viscometers  present  some
advantages. First, a complete theory and error
analysis could be used to describe the operation of
the apparatus. Vibrating-wire viscometers could
also be used over a wide range of temperatures and
pressures. The viscosity range could be easily
changed by shifting the wire by another one more
suitable. Moreover, simultaneous viscosity and
density measurements could be performed. Finally,
both absolute and relative viscosity measurements
could be made [8]. A very tiny amount of fluid is
needed to do the measurements, so this device
allows measurements to high temperatures and
pressures.

Vibrating-wire viscometers have been used
in previous works to measure density and viscosity
or only viscosity successfully. For example, in 1972
the apparatus allowed the measurement of
triethylamine-water ~ solution and  methanol-
cyclohexane solution in Ballaro et al work [9]. In
1991 Assael et al work [10], the n-hexane viscosity
at T=298.15 K and to pressures up to 80 MPa was
measured with an uncertainty of 0.5%. McBride-
Wright et al [11] used also a vibrating-wire
viscometer in order to measure the viscosity of
aqueous solutions of carbon dioxide at pressures up
to 100MPa and at temperatures from 274 to 449K
with an uncertainty of 1.4%.

A vibrating tube densimeter is composed of
a U” or °V”’ tube. The difference between the
resonance frequency of the empty tube under
vacuum conditions and a tube fill with fluids could
allow to get the density thanks to the fluid mass.

DIDP was studied during different works
and its behaviour and properties as a pure fluid are
nowadays well-known. As a matter of fact, a
vibrating-wire viscometer was used to measure
viscosity of DIDP at temperatures between 298.15
and 373.15K and pressures up to 140MPa by
Peleties and Trusler [1]. Density of DIDP was
studied at temperatures from 283.15 to 363.15K at
pressures from 0.1 to 65 MPa by Brito e Abreu et al
[2]. Thermodynamic properties of DIDP were
studied by Peleties and Trusler [12].




As for studying dissolved CO» in mixtures,
several works were provided. We can quote the
work of Ciotta et al [13] who carried out viscosity
and density measurements of CO, mixtures (CO>
and 2,6,10,15,19,23-hexamethyltetracosane)  at
temperatures up to 448.15 K and pressures up to 170
MPa were accomplished with uncertainty of 2%.
What’s more, Calabrese [8] did viscosity
measurements of dissolved CO, with different
mixtures. We can mention sodium chloride and
calcium chloride aqueous solutions with CO; or
different crude oil mixtures with CO; at pressures up
to 100MPa and temperatures up to 423K with an
uncertainty of 1.1%.

Methods

This work can be splitted in three different
axis. First, there is the start-up of the apparatus and
the modification of the program used to get the
results. There is also the measurements of dissolved
CO, with DIDP. Finally a comparison work with
calculus of residual entropy shall be done.

The apparatus used is a vibrating-wire
viscometer connected to a  vibrating-tube
densimeter. To work with this apparatus fluids can
be injected by a set of three pumps (QUIZIX pump)
which allowed a control of the pressure in the
system. In our case, there is one pump for injecting
liquids, one for injecting nitrogen (gas used to clean
up the system) and one for carbon dioxide. Liquid
fluids could be degassed before entering the system
thanks to a vacuum pump. Moreover, two chillers
are available in the system: one control the
temperature of the densimeter and viscometer, while
the other one control the temperature in the QUIZIX
pumps.

There is also different valves in the
system: one fill valve and one deliver valve for each
pump of the QUIZIX pump, an outlet valve to empty
the system in a waste bottle and a valve linked to a
vacuum pump for the cleaning of the system.

Finally, there is a circulation pump in the
system, to homogenize mixtures in the system and
to help for the cleaning of the apparatus. Some
pressures and temperatures sensors are present in the
system to help the control of the desired temperature
and pressure in the whole apparatus. The scheme of
the apparatus is presented on Figure n°4.

The different parts of the apparatus are detailed in
Table n°1.

Number Explanation

Vacuum pump

Injected Liquid

Gas bottle (CO,)

Gas bottle (nitrogen)
QUIZIX pump
Circulation pump
Vibrating-wire viscometer
Vibrating-tube densimeter
Waste bottle

N=RE-CREN RE- N0 BiF SIS Y S R

Table 1. Explanation of the different elements of the apparatus
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Figure 4. Representative Scheme of the apparatus used. V1, V2, V3,V4,V5 and V6 are the fill and deliver valve
of each QUIZIX pump. V7 is the outlet valve and V8 allows the fluid to go to the waste bottle and the nitrogen

to be evacuated thanks to the vacuum pump.



To start-up the apparatus, some pure fluids
were used: hexane and toluene. Their behaviours
and properties are well-known and some
measurements were made in order to verify the
good-working of the apparatus and its calibration.
The measurements were compared with data from
the REFPROP software. After doing these
measurements, the apparatus had to be cleaned. To
that purpose, some nitrogen is flushed in the system
while opening the outlet valve and activating the
circulation pump. The nitrogen allows to eject the
liquid in a waste bottle. The system can be warm up
to a temperature near the ebullition temperature of
the fluid in order to help it going out. When there is
no more fluid going out of the system, the nitrogen
present in the system has to be evacuated. To that
purpose the outlet valve and the valve n°8 should be
opened. Moreover the vacuum pump should be
switched on to flush all nitrogen out.

The program giving the values of density
and viscosity is a VEE program. It asks the user to
complete the resonance frequency, the est half-
width, the number of half-widths to scan and the
delta0 before starting a scan. The resonance
frequency could be estimated by the user by using
the lock-in amplifier. It could also be estimated
thanks to another VEE program called ‘’Quick
scan’’. The delta0 is estimated once thanks to a
calibration program and is specific of the wire. The
number of half-widths to scan and the est half-width
could help to get a better accuracy of the result.

A vibrating-wire viscometer could have the
current crossing it represented on a very simple way
by the equation n°1.

V=Vi+V, 1)

With V; the current standing for the wire
impedance and V; the current standing for the wire
motion.

b
—4.302.107°
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—2.5887
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This current has an imaginary part and a
reel part. To get a good resonance curve, imaginary
curve should cross 0 and the real part should have a
maximum. the sensitivity in term of time constant
and voltage and the amplitude could also be shifted
in the lock-in amplifier. Moreover, the error scale
percentage should be as small as possible. An
example of a good resonance curve is presented on
Figure n°5.

Another VEE program used is the ‘’Read
Temperature and Pressure’” program. It gave the
temperature and pressure where there is temperature
and pressure sensors in the system. One of the task
of the project was to modify this program in order to
get a correct value of pressure as a new pressure
sensor had been added. This was done by integrating
an already existing function more suitable for the
pressure sensor of the apparatus to the program.

In a second time, the apparatus was filled
with DIDP and some measurements were made.
Using the data and correlations for density and
viscosity from the literature [1] [2] the objective was
to verify the suitability of the wire for DIDP.
Measurements were made for various pressures
(between 2 and 400 bar) at 40, 70 and 100C. The
DIDP was previously dried at least one hour in a
rotative evaporator in order to eliminate possible
traces of water and degassed under vacuum before
being injected in the system. Degassing is good
enough when no more bubbles could be seen in the
flask.

To compare experimental measurements to
existing data, equation n°2 from Peleties and Trusler
work [1] was used for viscosity.

In[n/(mPa.s)] = a+ b(p/MPa) +
c+d(p/MPa) +e(p/MPa)? )
(T-To)/K

All the parameters are available in Table n°2
d To/K Table 2. Parameters of

g equation 2
2.7918 188

—2.6764.1073

e

Frea i

Figure 5. Representation of a good resonance curve
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As for density, it’s the equation of state from Peleties
and Trusler work [12] which was used.

1
6= (a+byp)+c 3)
With § = £; 0 =£; r=2Land
Po Po To
a=e +eT+e1? (4)
b=e,+est+e,t?> (5
c=e;+egT+eyt?> (6)

The parameters are available in Table n°3.

€1 (] €3
=1.3157.10"% = —8.2784.1073 =1.3127.1073
€4 €s €6
=3.1083.10"° =1.7545.10°® =1.3873.10°°
€7 €g €9
=9.8767.10"1 = -1.7814.10"! = 6.7883.1073
Po To =298.15K po = 0.1MPa

k
= 962.92-2
m

Table 3. Parameters for equation of state for pure DIDP

After checking the good-working of the
device with pure DIDP, measurements with mixture
of DIDP and CO; were made.

First, the apparatus was filled with a small
molar fraction of CO, in order to be able, just by
adding a little of CO; in the device, to increase the
molar fraction of CO; and perform new
measurements without having to flush out and clean
the apparatus between two sets of measurements.

Two pump were used to fill the apparatus:
one for DIDP, one for liquid CO,. The pump for
DIDP was set at 25C with the chiller. Degassed
DIDP was taken from the flask into the pump. Then
DIDP was pressurized at a pressure where data was
known in term of density [1]. Knowing the volume
taken by the DIDP in the syringe (thanks to the
QUIZIX pump software) and the density, we could
get the mass of DIDP to be injected in the system.
This mass could be convert into moles thanks to the
molar mass of DIDP. Thanks to that method, the
number of moles of DIDP in the system could easily
be known.

The same way of thinking for CO,, with
chiller set at 9C and pressure at 60 bar (to be sure to
have liquid CO;) was employed to know the molar
fraction of CO; injected in the system. For carbon
dioxide, data was taken from REFPROP software.
Each time carbon dioxide was added in the system,
circulation pump was activated several hours to
homogenise the system and then stopped during one
hour before any measurements to allow stabilisation
of the mixture. The stabilisation could be checked
thanks to the “’Read Temperature and Pressure’’
VEE program. Indeed, this program presents with
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graphs the variations of temperature and pressure in
the apparatus: if there is no more variations for
temperature and pressure, the mixture is stabilised.

The first molar fraction of CO; studied was
0.2. One measurement was performed at one
temperature and pressure. After that, some DIDP or
CO, was added to the system to increase the
pressure, recalculating each time the molar fraction
of CO, to be the closest to 0.2. Once all the
measurements to one temperature and several
pressures were performed, the temperature of the
system could be increased at the next level. Each
time the temperature was increased, the system was
let to stabilise during some hours. As a matter of
fact, the temperature take more time to stabilize than
pressure in the system. Here again the “’Read
Temperature and Pressure’” VEE program could be
used to check. Once all measurements at one molar
fraction were done, CO, was added in the system to
increase the molar fraction to the next level.

The molar fractions studied were 0.2, 0.4,
0.6 and 0.8 at 25C, 40C, 70C and 100C for pressures
between 200 and 800 bar. One issue of this work was
that there was no previous measurements for that
mixture. Though, there is no existing phase diagram
of DIDP plus CO,. During the measurements, it was
important to avoid having two phases in the
apparatus. Nevertheless, with no existing data, it
was hard to predict when this would happen. That’s
why the measurements were made in a restricted
range of temperature and pressure in order to avoid
a two phase mixture. However, for one
measurement, the goal was to try to get two-phase
mixture in order to be able to identify the
phenomenon if it happen later. To that purpose, the
temperature of the system was set at 40C and the
pressure was significantly decreased (around 50 bar)
before trying to do a measurement.

After performing all the measurements, the
obtained data for pure DIDP was used to get the
residual entropy of the system and to plot it with
reduced viscosity. First the specific entropy of the
system could be defined by equation n°7 [12].

S(T,p) = Se(T) + (*22) + [s(T,p) —
S(TRap)l (D

Where PB,,, is the vapour pressure at the
temperature of interest

Ahyqyp is the enthalpy of vaporisation at the same
temperature

S¢(T) is the specific entropy of the saturated
vapour.

As the vapour pressure of DIDP is very small, we
could approximate S; by replacing it by the perfect



gas entropy S G(T, P,,ap). Equation n°7 become
equation n°8.

S(T,p) = SPO(T, Pygp) + (~222) +
[S(T' P) - S(T' Pvap)] (8)

Definition of residual entropy could be given by
Equation n°9.
§Tes(T,p) = S(T,p) = S*(T,p)  (9)

So, equation n°9 become equation n°10.

SreS(T: p) = [SPG(T' Pvap) -
SPS(T,p)] + (*22) + [s(T, p) = 5(T, Poap)] (10)

The first term of the equation could also be written

[SPE(T, Pap) — SPE(T, p)] = (R/M)IN(P/Prap)

with M as the molar mass.
Vapour pressure was calculated with Antoine’s
equation n® 11.

loglo (g) = A - i

T+C

(1)

With T en K, Ps en Pa et P° =100 000 Pa.

The parameters for Antoine’s equation were
obtained from DETHERM database which get them
from Dormund database.

For the second term of the equation Ah,,,were
obtained from NIST database. (The values were
calculated thanks to Watson equation.)

The last term of the equation n°10 could be
calculated thanks to the thermodynamic equation of
state for DIDP [12]. This equation of state give
access to the value of s-sO but as the last term of
equation n°10 is a difference, sO (which is specific
entropy at the reference state) would disappear.

We have:

s—50=c; [CO Int+c¢(t—-1) +%02(T2 _ 1)] +
{2 3572/ (F(8) = F(80)} = 3D {F1(8) —
(11)

F1(6p)}]
With 1,6,¢,a,b,cas previously defined,
parameters Ty, p, and p, available in Table n°3.

and

F(6) = [ 82— 2c6 + c2ns]  (12)

F1(8) = 2¢'(clnd — 8) + (6 — 2¢c +
2 HE),  (13)

a6 f 1 2 r "
(E)‘P =c +§(a+b(p) 3(a’ +b" ) (14)
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8, is obtained from equation n°10, for ¢ = 1.
a',b',c'and b"" are obtained by derivating
equations n°4,5 and 6.

The other parameters are available in Table n°4.

Co C1 (&)
=1.010.10° =3.817.10* =3.177.10?

Table 4. Parameters for the calculation of s-sO

Finally S7™¢(T, P) was
S¢S (T, p) thanks to

converted into

ST (T, p) = (T, P) — (=) In(2)

P
R
M*T*‘D

With Z = (compressibility factor)

To have reduced viscosity, Lennard-Jonnes
intramolecular potential [14] is a possible
approximation. To that purpose, characteristic
length and energy parameters could be estimated
from critical temperature and pressure. Critical data
for DIDP are available on NIST database from a
weighted average from a set of experimental and
predicted values.

The equations to get reduced viscosity are the
following (n°15 to 19):

8,09 Tc
o=—7 (15) and € =
B 1,2593

pc3

(16)

0 =1,16145 ((9—0,14874) +
T T
0,52487¢~°773% 4 2,16178e~2*3787%

(17
n° = (26,692.10~°VT.1000. M)/(c%Q)  (18)
)
T] _770 (19)



Results

First, the check measurements could be
plotted on a graph with the deviation from the
correlation from Peleties and Trusler [1] [12]. This
available on Figures n°6 to 9. A calibration point
(were deviation equals 0) at 40C, 1 bar was made.

Viscosity of pure DIDP after being dried
50 + Viscosity ref 70°C
w0 L d) + \fiscosity ref
Cb Joo°c
— + \Jiscosity ref 40°C
230
o . .
€ 0 \fiscosity 70°C
—20 | @
(@) 0 \liscosity 100°C
w® ® o
[45) ($) o O \fiscosity 40°C
o | | | |
0 200 400, (bar)600 800 1000

Figure 6. Viscosity against P for pure DIDP. Red stands for 40C
data, green for 70C, blue for 100C. Circle stands for
measurements data and cross for reference data [1].

Deviation viscosity after rotavap
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@®100°C
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Figure 7. Deviation in % for the previous data. Red stands for
40C data, green for 70C, blue for 100C.

Density of pure DIDP being dried
O Density 40C
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960 - Density 70C
o

950 .
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940
Q930 M Pure DJDP 40C
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900 | | | Pure DJDP 100C
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Figure 8. Density against P for pure DIDP. Blue stands for 40C
data, Orange for 70C, grey for 100C. Square stands for reference
data [1] and circle for measurements data.
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Figure 9. Deviation in % for the previous data. Blue stands for
40C data, orange for 70C, grey for 100C

The viscosity results for molar fractions of
CO; equal to 0.2; 0.4; 0.6 and 0.8 are available on
Figure n°10 to 12 .In order to present a limited
number of graphs, 3 pressures have been chosen and
viscosity against the molar fractions for the different
temperatures is plotted.

Viscosity vs molar fraction at 400 bar
100,00

0 o

£ 1000 | el40c

£

IS ‘ 70C

100C
1,00 L L L
0 0,2 0,4 0,6 0,8 1

Molar fraction

Figure 10. Viscosity against molar fraction at 400 bar. Blue
stands for data at 40C, orange stands for data at 70C, grey for data
at 100C.

Viscosity vs molar fraction at 600 bar

100,00
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'-g 1000 | ®40C
p= [ ) 70C
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Figure 11. Viscosity against molar fraction at 600 bar. Blue
stands for data at 40C, orange stands for data at 70C, grey for data
at 100C.



Viscosity vs molar fraction at 800 bar
100,00 @
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% 10,00 | ®40C
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Figure 12. Viscosity against molar fraction at 800 bar. Blue
stands for data at 40C, orange stands for data at 70C, grey for data
at 100C.

The density results for molar fractions of
CO; equal to 0.2; 0.4; 0.6 and 0.8 are available on
Figures n°13 to 15. In order to present a limited
number of graphs, 3 pressures have been chosen and
density against the molar fractions for the different
temperatures is plotted.

Density vs molar fraction at 400 bar
990,00
980,00 P ® L
;g 970,00 |
> 96000 | o 40C
=
Q 950,00 | 70C
240,00 | 100C
930,00 L L L
0 0,2 0,4 0,6 0,8 1
Molar Fraction

Figure 13. Density against molar fraction at 400 bar. Blue stands
for data at 40C, orange stands for data at 70C, grey for data at
100C.

Density vs molar fraction at 600 bar
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Figure 15. Density against molar fraction at 600 bar. Blue stands
for data at 40C, orange stands for data at 70C, grey for data at
100C.
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Density vs molar fraction at 800 bar
1020,00
101000 | ]
_. 100000 | o
[52]
£ 990,00 () 40c
®
£ 980,00 | 70C
Q
970,00 | |
100C
960,00 | |
950,00 . . . .
0 0,2 0,4 0,6 0,8 1
Molar Fraction

Figure 15. Density against molar fraction at 800 bar. Blue stands
for data at 40C, orange stands for data at 70C, grey for data at
100C.

To see the difference between pure DIDP and
mixture with CO,, we can plot a graph showing the
viscosity of pure DIDP, of pure CO; and of
mixtures. We choose to plot that graph for different
pressures and one temperature but for each
temperature the mixtures would behave the same as
in this graph. This graph is presented on Figure n°16.
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Figure 16. Viscosity against pressure at 70C. Blue stands for pure
DIDP, orange for CO2, grey for a molar fraction of CO2 of 0.2,
yellow for a molar fraction of 0.4, light blue for a molar fraction
0f 0.6 and green for a molar fraction of 0.8

The last graph to be plot was the graph presenting
reduced viscosity against residual entropy. This
result is available on Figure n°17.
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Figure 17. Reduced viscosity against residual entropy. Dark blue
stands for DIDP at 25C, blue for 40C, yellow for 70C and green
for 100



Discussion

For the check measurements, we can notice
that for viscosity the experimental data and the
correlation data show a deviation inferior to 2%.
This is, according to literature, a good accuracy for
the measurements. For density, we have a deviation
below 0.5% which is also a good accuracy in the
experimental data as for density literature
recommend a more severe precision.

Molar fraction of

Maximum viscosity difference between pure

For the measurements of DIDP mixed with
dissolved CO,, as expected, the viscosity of DIDP
was lowered when the molar fraction of CO»
increased. When pressure increase, viscosity
increase as well, which is also an expected
behaviour and when temperature increased,
viscosity decrease. =~ The maximum viscosity
difference between pure DIDP and mixture for each
molar fraction is shown on Table n°5.

T and P where the maximum

CO2 DIDP and mixture (%) difference occur
0.2 19% 70C, 800 bar
0.4 51% 40C, 800 bar
0.6 79.9% 40C, 629 bar
0.8 97.4% 40C, 800 bar

Table 5. Presentation of the differences for viscosity between pure DIDP and mixtures

For density however, the addition of CO;
did not seem to have a big impact. We can notice
that density stay in the same range of values for each
molar fraction of CO, even though it tend to be
slightly higher when the pressure is increasing.
Density is decreasing when temperature is
increasing. And it also seem to decrease and then
increase for one given T and different molar
fractions. This behaviour was noticed for the
different pressures plotted. This could eventually be
due to a non-repeatability of the measurements even
though check measurements were done all along the
work.

For the two phase measurement that was
tried, the program was not able to give any result and
the lock-in amplifier was unable to stabilize. This
behaviour could so help to identify a two-phase
domain.

For residual entropy, the results were not
what was expected. The aim of that graph was to put
all the information of viscosity at different T and P
in one graph and in one curve. Indeed, as explained
in the work of Lotgering-Lin and Gross [14] and the
work of Novak L.T [15] both based on Rosenfeld Y.
work [16], for a lot of different fluids, it is possible
to represent the reduced viscosity against residual
entropy with one curve. This model could be used to
predict viscosities with a good accuracy for linear
molecules and correct accuracy for branched
molecules.

In our case, the goal was to verify that trend for
DIDP. But the obtained graph shows four different
curves for the four temperatures used for the
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measurements. Here, residual entropy seems to have
a strong dependence in temperature and almost no
dependence in p.

This strange behaviour could be due:

-Antoine parameters may have not been suitable for
the studied range of temperature

-The estimation of A4 vap from NIST database
could have been wrong (corrections have been tried
with Trouton’s rule and Clausius Clapeyron
equation without success)

- The derivation of the equation of state in Peleties
and Trusler article [12] has slight differences with a
manual derivation (However, even with the manual
derivation, the graph shape stay identic)

- The Lennard-Jones parameters may have not been
suitable for DIDP

-Or maybe the DIDP molecular structure could
create this unknown behaviour of residual entropy
against reduced viscosity even though, there is no
such compounds with that behaviour known till
now.

Conclusions

Following these measurements, the behaviour of
mixtures of DIDP and COx is better known.

As for the behaviour of residual entropy of
DIDP, further analysis of the chosen equations may
help to find out why it did behave that way.

This work can open the path to a predictive
model representing the behaviour of DIDP with
dissolved CO:x.



The results support wider research on the
behaviour of hydrocarbons with CO, for
applications in Enhanced Oil Recovery and Carbon
Storage technologies.
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Novel Surfaces with Antimicrobial Properties
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Abstract Antimicrobial resistance and the threat it poses to health has resulted in research into antimicrobial
peptides as a way of combatting drug-resistant infections. Antimicrobial peptides have been shown to disrupt
biofilm formation. The presence of biofilms hinders many industries, including the healthcare industry, chemical
process industries and maritime vessels, thus these peptides could offer a potential solution for the reduction of
biofilm growth. In this study, the behaviour of the a-helical antimicrobial peptides L12 (LKKL); and W12
(WKKW)3, was examined in solution through the use of Dynamic Light Scattering (DLS). Chromic acid etching
of Polypropylene (PP) and Polyethylene (PE) was undertaken to modify their surfaces to allow for the
immobilisation of the L12 and W12 peptides. These surfaces have been investigated through use of X-ray
Photoelectron Spectroscopy (XPS), white light interferometry and contact angle measurements. An in situ
bacterial viability assay was used to test the antimicrobial performance, based on confocal laser scanning
microscopy. The results indicated that the L12 peptide was successfully immobilised onto the surface of both acid
etched polymers, and the W12 peptide was successfully immobilised onto the acid etched PP surface and to a
lesser extent the acid etched PE surface. These peptide coated surfaces showed enhanced antimicrobial properties

when compared to an appropriate control.

Key Words: Acid Etching, Antimicrobial Peptides, Assay, Biofilm, Surface Coating

Introduction
Antibiotic resistant bacteria pose one of the greatest
threats to health in modern times. With over 269 million
courses of antibiotics prescribed annually in the United
States alone, ensuring access to effective antibiotic
agents is of great importance (Sanchez et al, 2016). This
uncertainty regarding the future of a “post-antibiotic
era” has spurred an increased focus into the
development of new and effective alternative
antimicrobials (World Health Organisation, 2014). One
such effective therapeutic strategy currently under
consideration is the use of antimicrobial peptides, which
appear ubiquitous across almost all forms of life on earth
(Zasloff, 2002). Current efforts are being made in the
field to design and produce novel antimicrobial peptides
for use in treatment within a hospital setting, such as the
study by Khara et al (2017). This study proved the
fundamental principle of de novo design of
antimicrobial peptides, and resulted in the creation of
effective broad spectrum antimicrobial peptides which
acted within the bulk medium. Whilst the incentive to
develop new antibacterial agents is deeply rooted for
application within the healthcare and medical fields, the
possible use of such agents can be extended to other
applications, for example surface modified technology
for consumer goods, kitchen and industrial surfaces.
One promising observation of antimicrobial
peptides is that they have the ability to disrupt and
destroy established biofilms (Batoni et al., 2011). More
often than not, bacteria exist as a biofilm, this is the
accumulation of bacterial cells on a surface (Donlan,
2002). They produce an extracellular polymeric
substance that acts as a matrix providing the biofilm
with a medium for nutrient transfer and mechanical
support. Biofilms can possess emergent properties e.g.
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viscoelastic behaviour, and exhibit enhanced communal
attributes such as the ability to colonise and survive in
harsh conditions and withstand exposure to
antimicrobials, when compared to free floating bacterial
cells (Flemming et al, 2016). For example, biofilms of
k. pneumoniae are a leading cause of nosocomial
infections and are exceedingly difficult to treat with
conventional antibiotics (Vuotto et al, 2017).

Due to the ubiquitous nature of biofilms they also
have significant impacts in other areas of interest, such
as in chemical process industries, food industries and
maritime vessels. (Walsh et al, 1993) (Zottola &
Sasahara,, 1994) (Mittelman, 2000). The prevention of
biofilm development and growth would contribute to a
reduction in the number of cases of bacterial infection,
thus reducing the dependency on last line antibiotics
such as colistin, that are not always successful.
Additionally, a reduction in energy consumption and
pollution generation from freight shipping and process
industries could be achieved, as biofilms reduce the
efficiency of these processes.

This study sets out to investigate the use of
antimicrobial peptides, specifically those designed and
specified by Khara et al. (2017), as a surface coating
adhered to inorganic surfaces. These inorganic surfaces
are common polymers usually found in industrial and
consumer settings. The purpose of immobilising these
peptides on polymeric surfaces is to examine their
biocidal potential in suppressing the formation and
growth of pseudomonas aeruginosa, a gram-negative
bacterium, as a proof of concept for surface mounted
antimicrobial peptides on common industrial polymer
surfaces.



2. Materials and methods
2.1 Materials

Diiodomethane (DIM), potassium chloride, potassium
dichromate, potassium phosphate monobasic, sodium
chloride, sulfuric acid and Tryptic Soy Broth (TSB)
were from Sigma-Aldrich (St Louis, MO, USA).
Propidium Iodide (PI) and Syto 9 were from Invitrogen
(Carlsbad, CA, USA). Peptides L12 and W12 were
kindly supplied by the Langford research group at
Imperial College London (Khara et al. 2017). Saline
solution was from bioMerieux (Marcy-1'Etoile, Lyon,
France). 1-Ethyl-3(3-
dimethylaminopropyl)carbodiimide =~ (EDAC),  N-
hydroxysulfosuccinimide (Sulfo-NHS) and
Ethanolamine HCL were part of ProteOn™ Amine
Coupling Kit from BIO-RAD (Hercules, CA, USA).
High Density Polyethylene and Polypropylene surfaces
were from Gilbert Curry Ltd. (Exhall, Coventry, UK)

2.2 Peptide Behaviour

Dynamic Light Scattering (DLS) was used to determine
the structure of the peptides in solution, primarily to
determine if secondary or tertiary structures were
formed due to aggregation of the peptide. In preparation
of the solution, 7.5 mg of peptide was weighed into a
standard 1.5 ml aliquot. Each aliquot had been
prewashed with 0.1 micron filtered deionised (DI)
water. The solution was then made by addition of 1.5 ml
of deionised water, filtered with a 0.22 micron filter, to
the peptide containing aliquot. An additional seven
aliquots were then washed three times with filtered
deionised water. Solutions from 0.01 mg/ml to 1 mg/ml
were made by adding deionised water passed through a
0.1 micron filter. Before transferring the contents of the
aliquots to the cuvettes, the seven cuvettes were washed
three times with deionised water passed through a 0.1
micron filter. The solution from each aliquot was then
passed through a 0.1 micron filter into the cuvette and
analysed with the Malvern Analytical Zetasizer pV light
scattering detector. Each sample was run three times and
10 scans were completed during each run to obtain an
average.

2.3 Acid Etching

Chromic acid etching was required to oxidise the surface
in order to provide a more suitable surface chemistry for
peptide coupling. PP and PE polymer surfaces were
submerged in a chromic acid solution as per the
instruction of Sheng et al (1995). For the preparation of
100 ml of chromic acid solution, 8.125 g of potassium
dichromate (16.25 parts, by weight) was measured out
and dissolved in 13 ml of deionised water (26 parts).
Next, 88 ml of concentrated sulphuric acid (325 parts)
was added into the mixture slowly as it was heated up to
70°C. The surfaces were left to etch in the solution for
one hour. The polymers were then dipped successively
in four beakers of deionsied water to remove residual
reactants. The acid etched polymers were then air dried
and placed in a vacuum desiccator.
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2.4 Peptide Immobilisation

For the immobilisation of the L12 and W12 peptides
onto the acid etched PP and PE surfaces, a Bio-Rad
ProteOn™ Amine Coupling Kit was utilised and
instructions were followed. First, 0.575 g of ProteOn™
EDAC powder was dissolved in 7.5 ml of deionised
water to make a 10x EDAC stock solution with a
concentration of 400 mM. A pipette was used to separate
this solution into 75x 100 ul aliquots. Additionally,
0.163 g of ProteOn™ sulfo-NHS powder was dissolved
in 7.5 ml of deionised water, resulting in a 10x sulfo-
NHS stock solution of concentration 100 mM. A pipette
was used to also divide the sulfo-NHS stock solution
into 75x 100 pl aliquots. These aliquots were stored at -
20°C until required. To prepare 2 ml of activation
solution, one aliquot of the 10x EDAC stock solution
and one aliquot of the 10x sulfo-NHS stock solution
(both 100 pl of each respective solution), were mixed
together with 1.8 ml of deionised water. This activating
solution was then pipetted onto the surfaces and left for
5 minutes. 0.1 mg/ml peptide-buffer solution was then
pipetted onto the surface. This peptide solution was pre-
prepared using a stock solution (1 mg/ml of peptide L12
or W12 in Phosphate Buffered Saline (PBS)). Before
administering onto the surface, 100 pl of the peptide-
buffer stock solution was then diluted with 900 pl of
PBS buffer, resulting in the working concentration of
0.1 mg/ml. Once administered onto the activated
surface, the peptide-buffer solution was left for five
minutes to immobilise. Finally, 1 ml of Bio-Rad
ProteOn™ ethanolamine blocker solution was added to
the surface. This method was carried out for each acid
etched polymer, with each peptide, meaning L12 and
W12 were immobilised separately on both acid etched
PP and acid etched PE coupons. Additionally, acid
etched PE and acid etched PP surfaces were treated only
with the activating solution and blocking solution, these
were for use as a negative control measurement for the
microbiological assay. These surfaces that were treated
with only activation solution and blocking solution, not
peptide-buffer solution, will be referred to as ‘control
coated surfaces’ henceforth.

2.5 X-Ray Photoelectron Spectrometry

To measure the elemental composition of the surface
and determine whether the peptides had been
immobilised, a K-Alpha X-ray photoelectron
spectrometer was utilised. Before commencement, all
equipment was cleaned with isopropyl alcohol. The
samples were prepared and cut into 3 mm by 3 mm
squares and secured on the stage ready for analysis. The
stage was then mounted into the chamber and a vacuum
was created. Once a pressure of 5 x 107 mbar was
reached, the samples were directed to the analysis
chamber where a pressure below 5 x 10 mbar was
achieved, the samples were then run looking at a 400 pm
spot size. The results were then analysed using Avantage
software.

2.6 White Light Interferometry



Interferometry was used on all samples to determine
roughness parameters of the surface after each surface
treatment, these were: untreated, acid etched, acid
etched with the control coating, acid etched with the L12
peptide coating and acid etched with the W12 peptide
coating. Each of these samples was placed in a Wyko
NT9100 Optical Profiling System. Images were taken
using a lens of 5x magnification, a backscan of 120 pm,
and the objective focus was set to 0.55. Images were
taken and processed to find the arithmetic average
roughness, R,, of each surface.

2.7 Contact Angle Goniometry

The advancing contact angles using both deionised
water and DIM were measured to determine the degree
of wettability. A Ramé-Hart Contact Angle Goniometer
with an automated droplet dispenser was employed for
these measurements. The samples were placed onto the
stage and positioned under a dispenser. The stage was
then set so the dispenser was in close proximity to the
sample and the sample was perfectly horizontal. For
measuring the water advancing contact angle, Oy.adv, 5 ptl
of water was initially dispensed onto the sample and the
contact angle was measured using DROPimage
Advanced software. Further measurements were taken
in 1 pl increments until 20 pl had been added. This
process was repeated three times for each sample, and
the advancing angles were averaged. When measuring
the contact angle with DIM, a thinner dispenser had to
be employed and 25 pl of DIM was drawn into the
dispenser for each sample. This method was utilised so
not to contaminate the piping that is usually used for DI
water. The same methodology that was used to find the
advancing contact angle with water was used to find the
advancing contact angle with DIM. Measuring the
advancing contact angle with each respective fluid
permitted the calculation of surface energy. This was
achieved through the use of Fowkes theory and the work
of adhesion equation as seen in Fowkes (1964).

Ws_p =2 /VstLd +2 /Vs”n” =y, (1 + cosB) (1)

Where Ws_,, is the work of adhesion, y¢ is the notation

for the surface energy of the dispersive component, y}*

is the surface tension of the dispersive component, ysp is

the surface energy of the polar component, y,f’ is the

surface tension of the polar component and 6 is the

contact angle. Furthermore, y; _;, can be expressed as
Vv =vi+ v, @

Using the equations 1 and 2 and knowing for Water
y& =21.8 mJ/m*and y/ = 51.0 mJ/m? and for DIM y}
= 50.8 mJ/m? and y;= 0 mJ/m* (Fowkes 1964),
subsequent rearrangements can be made to determine y&¢
and y_f . Finally, using the following equation, equation
3, the surface energy was calculated in mJ/m?:
vs=vi+ v O

2.8 Bacterial Strains and Growth Conditions

Pseudomonas aeruginosa, ATCC equivalent strain 9027
was evaluated in this study. The bacteria was inoculated
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in TSB media, prepared by adding 10 ul of the bacteria
strain to 10 ml of media. The bacteria was incubated
within an incubator at 32.5°C overnight. The TSB media
was prepared by mixing 30 g of TSB powder with 1000
ml of deionised water and then autoclaving.

2.9 Biological Assay and Bioluminescence Imaging

For the preparation of the coupons, treated sample
surfaces were cut into 1 cm? squares.

They were then covered with 200 pl of P. aeruginosa of
optical density at wavelength 600 nm, ODsoo, equal to
0.2 A. The samples were then left for 30 minutes to
allow for surface attachment before being washed in 3
beakers containing deionised water. Samples were then
either left for 30 minutes under 0.85% w/w saline
solution then covered with 200 pl of probe (0.15% v/v
Propidium Iodide (PI), 0.15% v/v Syto 9), or covered
with 200pl probe immediately after being washed with
deionised water. After covering the samples with probe,
they were left in the dark (under aluminium foil) for 5
minutes before being imaged.

Imaging was completed using the confocal laser
scanning microscopy platform Leica TCS SP8. Images
of area 465 um by 465 pm with optical section of 15.024
pum were taken. Syto 9 was excited with a light pulse of
wavelength 483 nm and the fluorescence was recorded
between 3 ps and 10 ps after excitation, between
wavelengths 488 nm and 529 nm. Propidium lodide was
excited by a light pulse of wavelength 534 nm and
fluorescence was recorded between 3 ps and 10 ps after
excitation, between wavelengths 550nm and 780nm.

For each coupon, 5 images were taken of the
surface. Control images were taken before and after the
samples were run to ensure no further bacterial death
occurred during imaging, as this took time. Samples
were tested without probe, bacteria or peptide, and every
combination thereof, to ensure no auto-fluorescence
occurred.

Results
3.1 Dynamic Light Scattering




Figure la,lb,lc- From top to bottom, the dynamic light scattering
results for pure DI water, 1 mg/ml solution of L12 in DI water and 1
mg/ml solution of W12 in DI water. The three graphs each show three
lines, these correspond to three different distributions; the dotted line
shows the intensity distribution of the sample, the solid line is the
volume distribution of the samples and the dashed line shows the
number distribution for the sample.

As seen in Figures la, 1b and lc, there is a consistent
peak between the lengths of | nm and 1.3 nm. This peak
represents particulate in the solution of this length. The
number distribution is the primary parameter of interest
as the peptide should be the most abundant particle and
therefore have the greatest relative number percentage.

3.2 X-Ray Photoelectron Spectroscopy
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Figure 2- XPS data displaying the percentage of oxygen and nitrogen
on the surface of the PP for each treatment. The lined bars show the

percentage of oxygen present on the surface, and the solid bars show
the percentage of nitrogen present on the surface. Error bars
represent measurement error.
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Figure 3- XPS data displaying the percentage of oxygen and nitrogen
on the surface of the PE for each treatment. The lined bars show the
percentage of oxygen present on the surface, and the solid bars show
the percentage of nitrogen present on the surface. Error bars

represent measurement error.
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Figure 4- C 1s narrow scan XPS spectra for untreated PE.
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Figure 5- C 1s narrow scan XPS spectra for acid etched PE.

The results of the XPS analysis can be seen in Figures 2
and 3. One scan was taken of each sample surface (n=1)
for this study, therefore reported error is due to the
uncertainty in measurement, as the criteria for
calculating standard deviation is not met. Due to the
heterogeneous nature of the surface, it is important to
note that whilst the observations stated herein provide
useful information, they do not necessarily represent the
entire population with accuracy. The PP and PE strips
are primarily composed of carbon, but this has been
omitted from the Figures as it is the change in oxygen
and nitrogen composition for each surface treatment
which signifies whether the peptide has been
immobilised on the surface. From Figures 2 and 3, it is
clear that chromic acid etching of both PP and PE
surfaces significantly changes the surface composition;
for PE the oxygen content increases by a factor of 6.9
upon acid etching, and for PP the oxygen content
doubles. This suggests that PE is more susceptible to
surface oxidation using this method, which is expected
as this is observed in other studies (Blais et al, 1974).
Both polymers also see a small increase in the amount
of nitrogen present.

When treated with the control coating the amount of
oxygen present on both polymers decreases and the
amount of nitrogen increases. For PE, the W12 and L12
coatings result in no change in the amount of oxygen
present compared to the control; all three show that 15%
of the surface composition is comprised of oxygen. The
nitrogen content however is different, the W12 coating
has a surface composition with 0.68% nitrogen,
approximately a third of the nitrogen present on the
surface of the control coating. In contrast the L12
coating shows that almost 6% of the surface is
comprised of nitrogen, thrice as much as the control and
nine times as much as the W12 coating. For PP, the
amount of oxygen present on the surface of the control
coated sample and the W12 coated sample is



approximately 6.5%, it increases to 8.73% when coated
with L12. In terms of nitrogen composition, the surfaces
with the peptide coatings both have a higher amount of
nitrogen present compared to that of the control; the L12
coating increased nitrogen composition by a factor of
2.2, whereas the W12 resulted in 1.3 times the amount
of nitrogen present on the control coated PP.

3.3 White Light Interferometry

Figure 6- Bar chart to show the average mean roughness, R,, of the
polyethylene and polypropylene surfaces under the different surface
treatments. The dashed bars show the R, for each surface treatment
of PP, and the solid bar shows the R, for each surface treatment of
PE. Error bars represent standard deviation.

White light interferometry was utilised to confirm the
presence of peptides on the polymer surfaces. Figure 6
shows the effect the different surface treatments had on
the average roughness, R.. The first treatment the
samples underwent was acid etching. This had the effect
of increasing the roughness of the PP by a factor of 11.3
and PE by a factor of 3.4. When examining the effect the
coatings had on the polymers, a pattern becomes
apparent. For both PP and PE, the L12 coated surfaces
had the highest roughness, then the control coated
surfaces followed by the W12 coated surfaces. The only
difference is that for PP the L12 coating resulted in a
higher average roughness than the acid etched surface,
and the other two coatings decreased the roughness
compared to the acid etched surface. Conversely for PE,
the application of any of the coatings decreased the
average surface roughness when compared to the
roughness of the acid etched surface. Measuring the
surface roughness is important as it is a variable that
effects both bacterial attachment and contact angle of
liquids on a surface, therefore important to monitor and
record.

3.4 Contact Angle Goniometry

Figures 7 and 8 show the results with respect to the water
contact angle and the calculated surface energy for each
of the surfaces and surface treatments. Upon examining
the advancing contact angle of water, Oy a4y, it becomes
very apparent that acid etching decreases the contact
angle; upon acid etching, the contact angle for PP
decreased by a factor of 3 compared to the untreated
sample, for PE it decreased by a factor of 1.5.
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Figure 7- Bar chart to show the average advancing contact angle of
water for the different treatments of the polymer surfaces. The
dashed bars show the contact angle for each surface treatment of PP,
and the solid bar shows the contact angle for each surface treatment
of PE. Error bars represent standard deviation.
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Figure 8- Bar chart to show the calculated surface energies for the
different treatments of the polymer surfaces. The dashed bars show the
surface energy for each treatment of PP, and the solid bar shows the

surface energy for each treatment of PE. Error bars represent standard
deviation.

When the coatings are applied, the PP surfaces exhibit
little difference in the value for advancing contact angle;
the control, L12 coating and W12 coating all have
advancing contact angles of approximately 77°.
Conversely, the coatings have a different effect on the
PE surfaces, the control coating and W12 coating are
seen to decrease the contact angle by factors of 2.2 and
1.6 respectively (compared to the acid etched value). In
contrast, the L12 coating increases the contact angle,
from 52° to 62°.

The surface energies, as seen in Figure 8, show how
the surface energy changes with respect to the different
treatment types for each surface. It is clear that the
chromic acid etching increases the surface energy of the
polymers, for PP the surface energy doubles after acid
etching and for PE the surface energy increases by a
factor of 1.5. When looking at the effects the coatings
have on the polymers, the results are very similar to that
of the water contact angle. For example, for PP, once
coated with any coating, there is very little difference in
surface energy such as in the case with contact angle: all
three coatings have surface energies of approximately
35 mJ/m?. For PE, again the control coating and W12
coating behave differently to the L12 coating. The
control and W12 coatings result in higher surface
energies than that of the acid etched PE, by factors of
1.3 and 1.2 respectively.



Conversely, the L12 coating results in a lower surface
energy compared to the other coatings and the acid

3.5 Confocal Microscopy
etched treatment.

Table 1-Table to show the ratio of dead to total bacteria on each surface as a ratio to the control. The grey highlighted results shown are proven with 95%
confidence to have a greater value than the control.

Ratio of Dead to
. . Time Bacteria Experiment Repeat Total Bacteria as a
Polymer Peptide Coating Left for to Die Number Ratio to the
Control (n=12)
L12 0 Minutes 1 11.63£7.31
2 0.11£0.02
3 1.244+0.21
Mean Average 4.33+£2.44
30 Minutes 1 53.3249.97
2 6.26+1.86
3 1.58+0.31
Polypropylene . Mean Average 20.39+3.38
W12 0 Minutes 1 10.63+2.34
2 1.214£0.34
3 6.63+1.47
Mean Average 6.15+0.80
30 Minutes 1 4.08+0.20
2 2.234+0.16
3 1.254+0.26
Mean Average 2.52+0.12
L12 0 Minutes 1 5.91£1.98
2 1.27+0.77
3 0.14+0.02
Mean Average 2.44+0.66
30 Minutes 1 2.70+0.46
2 1.08+0.16
3 1.01+0.09
Mean Average 1.60+0.17
Polyethylene w2 0 Minutes 1 96.02+24.51
2 0.78+0.56
3 0.09+0.02
Mean Average 32.29+8.17
30 Minutes 1 1.00+0.15
2 0.95+0.13
3 0.96+0.12
Mean Average 0.99+0.08

The results from the confocal microscopy can be
seen in Table 1. The immediate trend to be noted
from the data is the inconsistency of the results
collected, no one set of repeated experiments were
consistent in being significantly different from the
mean, and only one set consistently agreed with the
null hypothesis; that there was no difference from
the mean, this being W12 coated PE having being
left for 30 minutes. Two results stand out as being
the most significant, these are the results for the first
repeat of L12 coated PP given 30 minutes for
potential biocidal action, and the first repeat of W12
coated PE with 0 minutes given for biocidal action
after the washing. These results are interesting for a
number of reasons. Firstly, they are by far the
highest and therefore the best antimicrobials, being
53 and 96 times more effective than the control at
killing bacteria respectively, and secondly, they are
in contrast to and disagree with the other repeats
completed for these surfaces.
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Another major result to be seen involves the
L12 coated PP, the L12 coated PE and the W12
coated PP that allowed 30 minutes for possible
biocidal action to occur, These peptide coatings
showed with above 99.5% confidence, that the
average proportion of dead bacteria was greater on
these surfaces than on the control, as well as being
greater than the all of samples which were not given
30 minutes possible biocidal action.

The peptide coating and polymer surface
coating which displayed the greatest proportion of
dead to total bacteria when compared to the control
surface was L12 coated PP, with z=5.73, thereby
resulting in a confidence level greater than 99.99%.

In addition to the stated experiments, the auto-
fluorescence of the acid etched surfaces was also
tested. For PE no auto-fluorescence was detected,
however for PP it was. Due to this the apparent
number of total bacteria is greater than the true value
for PP surfaces. Due to random nature of the



fluorescence it has not been removed from the
results stated, therefore it should be noted that the
antimicrobial action of coated PP surfaces is
marginally better than stated.

Discussion
4.1 Dynamic Light Scattering

From theoretical calculations, a linear a-helical
peptide which is 12 residues in length, should have
a length of approximately 1.4 nm (Berg et al, 2002).
As can be seen in Figure lc there are particles
present in the solution which are approximately 10
percent smaller than this calculated value. However,
these same particles appear in the data obtained from
running pure deionised water as can be seen in
Figure 1a, therefore it is likely the majority of the
particles at this size are masking the presence of the
peptide. The expected size of a membrane attack
complex or other secondary and tertiary structures
that may be forming in solution is 16 to 20 times the
size of a single peptide (Serna et al, 2016). As can
be seen from Figures 1b and Ic, there is no
significant indication of any structure in solution of
this size. The inconclusive result of the length of a
single peptide in solution requires further
investigation to determine this value. It is suggested
to use either deionised water which has been proven
to have no particulate within the size ranges 1nm to
100nm, or to repeat the experiment using size
exclusion chromatography.

Due to the absence of particulate matter within
the ranges expected for the formation of a membrane
attack complex, it is likely that the peptides act as a
single unit when killing bacteria or as a collection of
two or three peptides, as this is also undetectable due
to the contaminated deionised water used for
measurement.

4.2 X-Ray Photoelectron Spectroscopy

The XPS data shows that PE undergoes 3 times as
much oxidation upon acid etching than the PP does.
This result was expected as it was confirmed by
Blais et al in 1974. Figures 4 and 5 indicate the
change in surface chemistry after chromic acid
etching. The shift in the peak binding energy shown
represents the presence of carboxyl and carbonyl
bonds on the surface of the acid etched sample (Lee
et al, 2001), confirming the result expected from
Sheng et al. (1995), this result was also seen for PP.
This oxidation is crucial as it is these functional
groups which allow for the amine coupling of the
peptides. The amine coupling process introduces
nitrogen to the surface, the amount of which depends
on the peptide coating. For the L12 and W12 coated
PP surfaces, it was shown that they have a greater
nitrogen surface composition than the control. This
is to be expected as the blocking solution is
ethanolamine, which contains one nitrogen atom per
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molecule, whereas L12 and W12 contain eighteen
and twenty-four nitrogen atoms per molecule
respectively. This increase in the percentage of
nitrogen present on the surface when coated with the
peptides signifies that the peptides are successfully
bonding to the surface.

4.3 White Light Interferometry

From the results of Figure 6 it is clear that the acid
etching has the most impact on the average of the
mean surface roughness, Ra, as well as also causing
a more significant increase in average mean
roughness for PP than PE. This increased roughness
could be attributed to the oxidation taking place.
Wang et al (2009) states that for the etching time
used in this study, surface oxidation takes place. The
difference in roughness between the two polymers
could be due to the difference in crystallinity of the
polymers (E. Sheng et al 1995). This increased
surface roughness has important consequences as
according to Hallab et al. (2001), an increased
surface roughness in polymeric surfaces results in an
increase in the adhesion strength. This may explain
why more peptide seems to be apparent on the PP
surface than PE surface as seen in the XPS
compositions in section 3.2.

Upon analysing the effect the coatings have on
R,, it is important to remember that all coatings were
administered after being acid etched. Thus the
subsequent  significant  difference  between
roughness of PP and PE for the coatings is most
likely due to the difference in susceptibility to acid
etching. However, the same pattern can be seen in
both PP and PE with respect to the coatings and
values for R,: the roughness with W12 coating is less
that with the control coating which in turn is less
than with the L12 coating. This established pattern
and the difference in values for each coating implies
that the peptides are present on the surface,
otherwise the R, for the control coating would be the
same as that for the two peptide coatings. To
understand why this pattern exists further
investigation into the surface treatments and their
interactions with the polymers would have to be
completed.

4.4 Contact Angle Goniometry

From the results of the advancing contact angle with
water measurement it was apparent that acid etching
resulted in a lower contact angle, especially with
respect to PP. This lower contact angle signifies that
acid etching results in an increase in hydrophilicity
and wettability. This decrease in contact angle can
be attributed to the oxidation of the surface during
acid etching, which can be seen clearly in Section
3.2. This is also in accordance with the findings of.
Sheng et al. (1995). An explanation for why the acid
etching affected the PP more than PE, is outlined by
Wenzel (1949), who explained that the surface



roughness of the material enhances the wettability of
the material. PP was seen to be significantly rougher
than PE under white light interferometry in Section
3.3, the increased roughness and thus wettability
would explain the lower Oya¢v seen in PP.
Alternatively, another possible explanation could be
that the PE surface experienced inconsistent acid
etching. Sometimes during the acid etching process,
the PE sheets had a tendency to coalesce with one
another whilst standing in the dichromate solution.
Consequently, these interactions could have
prevented full surface exposure and led to the
varying degrees of acid etching in the surface. This
inconsistent acid etching across the surface could
also explain why the standard deviation is so high,
19.5 degrees. However, the value of 0, a4y for solely
acid etched is not dissimilar to that stated in Blais
(1974), which states measured values of 55-65°,
depending on the density of the PE when etching
was completed for one hour. To determine which of
these is the cause, further experiments would have
to be completed which address the aforementioned
challenges.

The acid etching of the surfaces was also seen
to increase the surface energy of the surface. This
higher surface energy resulted in the acid etched PP
also experiencing a higher surface tension. An
explanation for this is the effect acid etching has on
the surface heterogeneity, as according to Yekta-
Fard and Ponter (1992), this is one of the main
factors affecting surface tension. Additionally,
Sheng et al (1995) attributed this change in
heterogeneity to acid etching increasing the
polarizability of the surface functionalities.

When examining the coating performance,
similar results were seen across all the coatings on
the PP surfaces signifying that for PP, the control
coating is the cause for the increase in advancing
water contact angle, and the decrease in surface
energy. This is further exemplified in the results
from the XPS data in section 3.2. The data is
suggestive of the fact that the majority of the active
bonding sites are most likely being occupied by
ethanolamine blocker. The control coated PP is
comprised of 1.65% nitrogen at its surface, for the
W12 coated surface this value is 2.15% and for L12
coated surface the value is 3.65%. This implies that
only 23% and 55% of the nitrogen present in the
W12 and L12 coated surfaces respectively can be
attributed to the peptide, the rest is to the blocker.
Although only one sample was examined using
XPS, the fact that the water contact angle and
surface energies were similar for all coated PP
surface, validates the XPS data gathered.

The 0.4y for the coated PE surfaces contrast
greatly with that of the measured 0. a4y for coated PP
coupons. For the control coating on PE, the 04y
increased again, similar to the trend for PP but at a
much lesser degree. For PE, the similar behaviour of
the control and the W12 coating can be explained
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through examining the XPS results in section 3.2 as
it implies that very little W12 is present on the
surface of PE; the W12 coated PE has a lower
nitrogen surface composition than the non-peptide
coated surface. This is indicative that the surface did
either not etch sufficiently or the bonding of the
peptide and blocker was not complete, which is
likely a result of inadequate activation of the surface.
This could be because acid etching the PE had a
tendency to cause the PE to become bowed. As a
result, the activation solution, peptide solution and
blocking solution would congregate in the middle of
the strip, thereby leading to an uneven activation and
peptide immobilisation along the strip; with the
outsides experience very little compared to the
middle. To minimise this the plastic was
straightened before applying the coatings, and the
solutions were applied uniformly across the surface,
but it is possible that the bowing overcame these
attempts. Further investigation and repeating XPS
would have to be done to confirm this.
Consequently, because of the lack of peptide
immobilisation, the W12 coating would be expected
to behave like the control. The similar contact angle
measurements and surface energy values support
this observation.

However, the contact angle measurement and
surface energy determination for the L12 coating
does suggest that L12 is present, due to the
completely different values from the other coatings.
These different values are indicative that the L12
coating is affecting the surface chemistry, which is
strong evidence for the presence of the peptide.
Further support for this can be seen in the results
from the XPS in section 3.2. For L12 coated PE, the
sample tested showed 5.8% of the surface
composition is comprised of nitrogen, compared to
the 2% of nitrogen seen in the control. This indicates
that approximately 66% of the nitrogen present on
the L12 coated surface comes from L12, and thus the
L12 must be present on the section tested. This
would vary across the surface due to the
heterogeneity of the surface and the fact only one
sample was examined using XPS, but the fact that
the contact angle measurement and XPS both
indicate L12 presence, is promising.

4.5 Confocal Microscopy

Upon examining the results, it is evident to a high
level of confidence, 95%, that the W12 coated PE
surfaces provide no greater antimicrobial properties
than the control. This could be explained by XPS
data gathered for this surface as seen in Section 3.2,
and is further corroborated by the contact angle
goniometry in section 4.4. The XPS data showed no
significant presence of nitrogen on the surface of the
polymer, suggesting that the peptide had not bonded
sufficiently and was not present after washing the
surface, therefore, this surface may possess surface



chemistry similar to the control and hence exhibit
the same level of antimicrobial action. Other results
which were noted were the inconsistencies in the
repeats of L12 coated PP left for 30 minutes and the
repeats of W12 coated PE that was not left for 30
minutes. Both had one instance of significant
biocide and two instances of no biocide. One likely
cause of the inconsistency in significance level
across the repeats for these coating was the
orientation of the peptide. These specific peptides
were designed by Khara et al (2017) to have one
hydrophilic and one hydrophobic face and to both
contain 6 leucine residues, in themselves each
having one primary amine group. As the peptides
were bonded to the surface via an amide bond, it is
likely there is no consistent mode of orientation of
the peptides when binding to the surfaces, this could
then result in inconsistent antimicrobial properties.
Further work should be completed to attempt to
bond the peptides to the surface by means of a bond
via the carboxyl group of the peptide, as this would
ensure consistent orientation as there is only a single
carboxylic moiety in each peptide.

The most successful experiments were those
which included a 30-minute delay period after
washing, allowing for the establishment of the
Pseudomonas monolayer and any antimicrobial
processes to take place. It is likely that the surfaces
left for 30 minutes after the bulk was removed
exhibited greater antimicrobial action than the
surfaces tested instantaneously due to the nature of
the formation of biofilms and the antimicrobial
action of the peptide. Biofilms form as bacteria are
deposited onto the surface from the bulk solution
(Crouzet, et al 2014). Allocating this extra 30
minutes allowed the bacteria to settle onto the
surface and experience the antimicrobial action.
Applying the saline solution permitted the
aforementioned processes to take place without the
sample drying, and therefore allowed time for more
complete lysis of the bacteria.

The final key result of this study was that L.12
coated PP exhibited the greatest ratio of dead
bacteria to total bacteria when compared to the
control, hence the best antimicrobial properties out
of all of the surfaces. This result agrees with the
results from the study completed by Khara et al.
(2017) as L12 was shown to be the most effective of
the antimicrobial peptides tested and the only
peptide which disrupted and killed a pre-established
biofilm. Therefore, it follows that it possesses the
greatest ability to prevent the formation of a biofilm
in this study. Additionally, the L12 peptide coating
provided the greatest increase in surface nitrogen
composition as seen from the XPS results, indicating
that it bonded to the surface more successfully
resulting in the greatest surface concentration, which
would explain why it exhibits the greatest
performance in antimicrobial surface activity.
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To validate the results of this study, a far greater
number of repeat experiments needs to be completed
to be able to increase both the accuracy and
precision of the data. Finally, due to shortcomings
with the effectiveness of Syto 9 stain on P.
aeruginosa (Stiefel et al, 2015) it would be
recommended to complete the assay again with a
more suitable gram-positive bacterium such as S.
aureus or to use an alternate probe.

Conclusion

In summary, it was confirmed that the chromic acid
etching was successful in the addition of oxygen to
the polymer surface, as evidenced by the XPS data.
Additionally, the L12 peptide was proven to be
successfully immobilised on the PP and PE surfaces,
and W12 was immobilised successfully on the PP
surfaces and to a lesser degree the PE surfaces.
Finally, this experiment confirmed with 99.5%
confidence that the peptides that were immobilised
on the surface, and allocated time for bacterial death,
did increase the ratio of dead to total bacteria on the
surface compared to the controls, and thus exhibited
improved antimicrobial performance. The best
performing peptide was L12, and the best
performing surface was PP, as these both exhibited
better antimicrobial properties than their respective
counterpart, thus the combination of these two
served as the surface with the best antimicrobial
properties. The experiments carried out show
promising results with respect to developing
surfaces with antimicrobial properties, and there are
multiple avenues for developing and refining this
novel concept. Most crucially the assay would need
to be repeated and more experiments carried out to
ensure the data is reproducible, and ideally, the study
should be coupled with another micro test to validate
the biocidal activity trends observed. The three main
areas for future study are 1) varying the strain of
bacteria used during the assay, 2) varying the
surfaces for coating and 3) investigating alternate
methods of coating the peptide on the surface. For
example, with respect to the peptides, potential
future work includes evaluating the performance of
other peptides with antimicrobial properties and
evaluating immobilised peptoids, as these have an
increased robustness in nature and are not
susceptible to enzyme degradation, although may
prove more difficult to immobilise due to their
stability. In examining and redesigning with
surfaces in mind, the performance of other materials
such as nylon could be investigated, and different
oxidising techniques could be investigated,
especially ones that are not antimicrobial
themselves. A final key result to be explored further
is the auto-fluorescence of PP surfaces after chromic
acid etching, and how this noise could be mitigated
or eliminated.
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CAR-T Cell Therapy: A Unique Optimisation Problem
Identification of the key bottlenecks in the current supply chain model of CAR T cell therapy
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Abstract CAR T cell therapy provides a treatment option to blood cancer patients whose outlook is terminal having
exhausted all other forms of treatment. As a last chance solution, the costs associated with the therapy are high, in the
hundreds of thousands of pounds. Two CAR T treatments have been approved in the UK but having received a fast
approval, the product supply chain poses its own challenges. The objectives of our work were to identify the key
challenges of this supply chain, produce a forecast for the demand of the treatment in the future and to propose a
mathematical model for the UK. We started this with a literature review to identify the challenges, then gathered
population data to forecast demand, and proposed an optimisation model that minimises the cost of the transport used as
a courier for the treatment. We found that the key challenges were the requirement for needle to needle traceability, the
high cost of the treatment and the mass manufacture of a product whose starting material is variable. The demand would
increase due to the UK population increasing, and we proposed a scenario where 9000 people would enter remission as
a result of being treated with CAR T cell therapy by 2035, with a cost of £385,000 per person entering remission. We
then propose areas that could be of further research interest.

Key Words: CAR T Cell, Immunotherapy, Supply Chain, Optimisation Modelling, Demand Forecast

Introduction Children’s Hospital of Philadelphia (CHOP)’(National

Cancer Institute, 2017).
The development of therapeutic medicines has evolved

rapidly over the last century. In particular, the As Grupp states, if chemotherapy is no longer
pharmaceutical ~ industry has  benefitted from successful in treating the cancer, there exist very few
advancements in our understanding of diseases. further treatment pathways for the patient. Typically,
Technological advancements have also accelerated this the patient will enter a palliative care regime at this
process.

Traditional pharmaceutical medicines rely on
the use of protein-based molecules to regulate medical
disorders in the patient. They aim to reduce symptoms
and slow down the progression of the disease thereby
allowing enough time for the immune system to learn
how to deal with the pathogen. These medicines are
however less effective when treating patients affected
by cancer as the immune system is unable to
differentiate between cancerous and healthy cells. For
example, chemotherapy has been traditionally used for
treating the majority of cancers without the need for
surgery. Chemotherapeutic agents administered to the
patients interfere with cell division thereby stopping
the growth of the cancer. They aim to cure the patient
or prolong their life and improve quality of life, but

point. As such, there has been an increasing need for
novel therapies to treat cancer patients. One of the most
promising areas of research is immunotherapy. The
working principle behind these therapies is to redirect
the patient’s own immune system to identify the cancer
or infectious disease and treat it from within. Chimeric
antigen receptor (CAR) T cell therapy has emerged as
one of the most promising immunotherapies to treat
various types of blood cancer. Blood cancers are the
third biggest cancer killers, killing more than 13,000
people a year. (Bloodwise, 2018). A treatment that can
reduce the number of deaths from blood cancers clearly
has a great deal of potential for a positive impact and
has excited researchers and doctors alike.

their efficacy varies widely depending on many factors The general idea of the therapy is that the
including the type and the stage of the cancer (Wei patient’s blood is extracted and T cells within the blood
Teng, 2013). are genetically engineered to express CAR and these T

cells are then administered to the same patient. As
such, this is an autologous treatment. As a result of the
genetic engineering, the CAR T cells are able to
recognise the cancer and kill it. In clinical trials, the
therapy has been very successful with children and
young adults suffering from B cell malignancies such

“More than 80% of children diagnosed with ALL that
arises in B cells—the predominant type of paediatric
ALL—will be cured by intensive chemotherapy. But
for patients whose cancers return after chemotherapy or
a stem cell transplant, the treatment options are “close
to none,” said Stephan Grupp, M.D., Ph.D., of the
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as relapsed or refractory acute lymphoblastic
Leukaemia (ALL) (Liu et al, 2018). Following the
success of the therapy treating blood cancers in trials,
two treatments have already been approved to treat
haematological cancer patients in the UK (NHS
England, 2018).

Although the therapy has been hailed as a
major breakthrough in the fight against cancer, there
are several challenges that need to be addressed before
a major scale up can achieved. These challenges
include managing the unique supply chain of an
autologous cancer treatment, manufacturing limitations
as well regulatory roadblocks. These limitations
contribute towards the high cost of treatment, which
could be prohibitive to some patients receiving
treatment. Kymriah, one of the treatments approved for
distribution in the US, is priced at $475,000 (Financial
Times, 2018) for a single infusion.

Thus, the aim of this research was to
qualitatively assess the current supply chain model
used for clinical trials and identify potential risks and
bottlenecks that may affect the expansion of the
treatment in the UK. Research was undertaken to
estimate current and future demand for the treatment in
the UK. Data was collected to model the supply chain
as an optimisation model with constraints, key
performance indicators (KPI). The aim was to identify
aspects of the supply chain where the total cost of the
treatment might be reduced and to estimate the cost per
patient treated. With any product, high costs associated
with the supply chain will be passed onto the consumer
by the manufacturing company in the form of a higher
price of the product. Bottlenecks within a supply chain
will inevitably cause inefficiency of the supply chain
and will introduce these unnecessary, occasionally
high, costs. The objective of supply chain optimisation
is to identify these bottlenecks and inefficiencies within
a supply chain, and to identify alternatives that will
lead to an increased efficiency and responsiveness of
the supply chain at a lower cost. Here, the desire is to
reduce the supply chain cost of the CAR T cell therapy
by identifying challenges of the supply chain, and
proposing solutions to the issues raised. However, the
autologous nature of the therapy and the fact it cannot
be prepared and stored ahead of the time it’s required
as inventory make this a unique optimisation problem.
We proposed an optimisation model for the unique
supply chain and performed a qualitative analysis of
this model. Finally, potential solutions were proposed
to address the key risks that emerged throughout the
research.

During the entire process, an engineering
perspective was applied to the problem in the hope of
address a lack of an engineering point of view in
literature largely produced by medical professionals.
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Background

Autologous CAR T cell therapy is an adaptive cell
transfer (ACT) technique. ACT therapies work by
using the patient’s own cells which are genetically
engineered and injected back into the same patient to
improve immune system functionality. In CAR T cell
therapy, T cells are used; T cells are a specific type of
lymphocyte, a subset of white blood cells. T cells play
a vital role in orchestrating the immune system’s
response to foreign bodies such as cancer, earning them
the nickname the workhorse of the immune system.
(National Cancer Institute, 2018)

During the manufacturing process, the T cells
extracted from the patients are genetically engineered
with viral or non-viral vectors to express the chimeric
antigen receptor. This enables the T cells to recognise
the protein or antigen on the surface of the cancer cell.
Trials have also shown that the efficacy of the
treatment largely depends on the degree of cell
persistence in the patient. Cell persistence is affected
by the quality of proliferation of the cells in the blood
in the patient’s body (Saad et al, 2016). This is in turn
reliant on cell expansion during the manufacturing
process.
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Figurel. Schematic of how T cells are engineered to produce the
chimeric antigen receptor, (National Cancer Institute, 2017)

The production process for CAR T cells
begins in the clinic where the patient is situated. The
first step, Leukapheresis, involves blood being
extracted from the patient where it is processed to
separate the leukocytes. The blood is returned to the
patient’s circulation while the Leukapheresis product is
enriched for T cells. This process, called T cell
isolation, involves removing anticoagulants from the
product and using counterflow centrifugal elutration to
increase the concentration of the T cells.

The next critical step is the activation of the T
cells, also called transduction, which involves
incubating the cells for several days with viral or non-
viral vectors that essentially encode the CAR genetic
material into the cell. The genetic material encoded is
in the form of RNA which permanently changes the
genome of the cell meaning CAR expression is
maintained even as the cells multiply. The resulting
cell will be able to express the chimeric antigen
receptor on its surface. The manufacture of the vectors
does not require the patient’s own cells and it is a
separate process altogether.



The long-term quality of the viral vectors is
maintained since they can be produced in large
quantities and stored for about 9 years (Zhang et al,
2017). However, there is concern for the safety,
sterility, purity and potency of the vectors due to the
fact that there are different manufacturers using
different practices. It is important that these long-term
risks are understood and that a standardised process for
producing vectors is adhered to by vector
manufacturers.

The next step involves the in-vitro expansion
of the CAR T cells. Expansion has been shown to be
crucial, as the larger the degree of proliferation of CAR
T cells, the greater the persistence of the cells when
transferred, the greater the efficacy of the treatment.
The cell culture is placed in a bioreactor and it is
subjected to specific conditions that favour the
multiplication of the cells. Once the required volume is
produced, usually around 5 L, the cells are washed and
concentrated to a volume suitable for injection into the
patient. The cells are then cryopreserved in infusible
mediums ready for distribution to the clinic.

The manufacturing process takes on average
10 days however some manufacturers have been able
to reduce the manufacturing time down to even 7 days
(National Cancer Institute, 2017). A schematic can be
found in Appendix 1. Throughout the entire process
several quality control checks are performed to ensure
that every step and the final product meet all release
criteria and Good Manufacturing Practices (GMP)
guidelines.

The supply chain can be considered as a
patient-to-patient model. The first step in the supply
chain is done at the clinic where the patient undergoes
leukapheresis and the T cells are isolated. The cells are
then transported to the manufacturing site via a courier
where they are processed as outlined previously to
achieve the final product.

Once the final product is ready, having passed
quality control checks, it is handed over to the courier
for distribution to the same clinic. The clinic and
medical staff are then responsible for administering the
treatment to the patient and managing possible side
effects. The treatment doesn’t stop here as the clinic
will look after the patient with monthly and yearly
check-ups to make sure that the cancer is in remission
or in the case of cancer recurrence, decide on a course
of action regarding treatment.

What makes this treatment so unique is the
fact the blood is withdrawn from the patient,
engineered and then administered to the same patient.
The quality of the starting material changes from
patient to patient and as such the supply chain differs
from patient to patient. Factors such as the health of the
patient and the type of cancer all have an impact on the
cells extracted and these factors will affect the cells’
ability to proliferate. This essentially means that for
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each patient there exists a distinct supply chain with
variable manufacturing times, in particular the time
taken to expand the cells.

Manufacturing
Centre

Figure 2 Schematic that shows the circular nature of the supply
chain. The supply chain starts with the patient and ends with the
patient.

However, the quality of the final product has to be
maintained for all patients to meet regulatory
standards. These challenges become ever so important
when considering the tight time constraints imposed by
the situation that the patients are in. Therefore, it is
important that all stakeholders work efficiently to
deliver the treatment to the patient in a seamless
manner.

Methods
Demand forecast

To first get an understanding of the demand for a
cancer treatment that is life saving for terminally ill
cases, we forecast the new cases and deaths from blood
cancers. The blood cancers considered were Acute
Lymphoblastic = Leukaemia, = Chronic =~ Myeloid
Leukaemia, Chronic Lymphocytic Leukaemia, Acute
Myeloid Leukaemia, Hodgkin Lymphoma, Non-
Hodgkin Lymphoma and Myeloma. The number of
new cases of each cancer is simply a product of the
population and the individual cancer incidence rate.

Cases = Incidence rate X population (1)
Eg. Cases of ALL in 2018 = 1.23 x 664.66
Cases of ALL in 2018 = 818

Where incidence rate is per 100,000s and population is
in 100,000s.

The number of deaths is similarly a product of
the population and the individual cancer mortality rate.
Data for the population growth was taken from Office
for National Statistics (2017) while both incidence and
mortality rates for each blood cancer were taken from
Cancer Research UK (2015). Smittenaar et al (2016)
calculated the percentage change in the incidence rates
up until 2035. From this we calculated a constant
yearly incidence percentage change and hence
calculated the year by year incidence rate for each kind
of cancer. In this model, to estimate number of deaths,



it is assumed that there are no innovations in cancer
treatment, so mortality rate is kept constant. A similar
method was used for the US data, assuming the same
changes in incidence rates and keeping mortality data
the same. US incidence and mortality data was taken
from the National Cancer Institute forecasts and
population data from the US Census Bureau, (2017).

To model the rollout of the treatment, various
scenarios were considered. Firstly, those eligible for
the treatment were those who have terminal cancer and
have exhausted all other treatment options. In all
scenarios there was an initial treatment of 400 in 2018.
Two treatments have been accepted for use in the UK
in 2018, Yescarta, which treats large cell lymphoma
and is available to up to 200 patients a year, (NHS
England, 2018) and Kymriah (NHS England, 2018),
used to treat B cell Acute Lymphoblastic Leukaemia in
children. It is assumed that Kymriah would also be
available to 200 patients. Various rates of expansion
were investigated, some with a constant yearly
percentage increase. Another scenario where a new
treatment is accepted every year, adding 200 capacity
yearly and in the increasing the number of treatments
accepted per year case 2 new treatments were accepted
yearly for 4 years, then 3 accepted yearly for 5 years, 4
yearly for 5 years and then 5 new treatments per year
for the final 3 years.

In order to assess the feasibility of the rollout
scenarios, the costs of the treatment to the NHS had to
be taken into consideration. The costs are built up of
two parts — the costs of the drug and the cost for the 10
years of check-ups required for patients who
successfully enter remission. The cost of the drug is
taken to be £282,000 (NHS England, 2018 ), while the
cost of the check-ups is assumed to be of a similar
order to the cost of the current treatment for blood
cancers on the NHS, £14,000 (Burns et al, 2016). The
drug is only paid for in the case that treatment is
successful, and a success rate of 80% has been
assumed based on trials (Liu et al, 2018). It is assumed
that a successful treatment is a patient entering full
remission and that this patient will return for 10 years
after treatment. The numbers eligible for check-ups are
made up of those treated in a particular year, and all
those who had achieved complete remission within the
10 years previous to that year.

Total annual cost (£1,000s) = 282N; + 14N, (2)

Eg. Total annual cost in 2020 = (282 x 353) + (14 x
1097)

=£114.9 million
Where
Ni= number of successful treatments that year

N>= number of patients eligible for treatment
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The total yearly price was then compared to the NHS
budget for haematological cancers to assess the
feasibility of each scenario. The future NHS budget
was projected based on recent real terms increases of
£2.5 billion over 4 years, equivalent to a constant
yearly increase of 0.74% (NHS statistics), and the
proportion of this spent on cancers is 6% (Brown et al,
2014)

The proportion of the cancer budget spent on
haematological cancers is 10.2% (NHS England,
2018), and so a proportion, 0.6%, of the NHS budget
that is spent on haematological cancers was calculated.
It was assumed that the proportion of the NHS budget
assigned to Haematological Cancers would be constant.

Optimisation model

The optimisation model was formulated to maximize
Net Present Value (NPV) from the perspective of the
manufacturing company that produces the therapy. The
NPV is made up of inputs and outputs; the inputs being
revenue generated from sales of the drug, whilst the
outputs are operating costs such as manufacturing costs
and transport costs. With manufacturing costs assumed
constant and revenue fixed by the yearly demand, the
transport costs can be variable dependent on the mode
of transportation taken. These can be optimised such
that the cheapest mode of transport is selected for each
treatment centre. There are 4 treatment centres
(Manchester, Newcastle, Birmingham and London) and
3 modes of transport (road, rail and plane). Demand at
each treatment centre is calculated as a percentage of
the total demand for each year (Appendix 2).

Results

Population Data
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Figure 3.1 Projection of the number of cases of and deaths from
blood cancers between 2018 and 2035 in the UK

Figure 3.1 projects a trend from 2018 to 2035
where the number of cases of blood cancers and the
number of deaths from blood cancers is expected to
increase. Indeed, from 2018 to 2035, the annual
number of cases of haematological cancers is expected
to increase, from 32,800 in 2018 to 36,500 in 2035.
The number of yearly deaths from haematological



cancers are also expected to increase, from 13,500 in
2018 to 14,600 in 2035.
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Figure 3.2 Projection of the number of cases of and deaths from
blood cancers between 2018 and 2035 in the US

Figure 3.2 projects a similar trend to Figure
3.1 but for the US. From 2018 to 2035 the number of
cases of blood cancers and the number of deaths
increases. From 2018 to 2035, the annual number of
cases of haematological cancers is expected to
increase, from 134,700 in 2018 to 150,000 in 2035.
The number of yearly deaths from haematological
cancers are also expected to increase, from 46,200 in
2018 to 51,400 in 2035.
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Figure 4. Plot of the total cost of various stochastic scenarios

modelling the rollout of CAR T cell therapy to the Blood Cancer
Population from 2018 to 2035. The dotted blue line shows the
projected NHS spend on haematological cancers.

In Figure 4, the blue dotted line represents the
projected NHS spend on Haematological cancers. The
total cost of the increasing number of treatments
accepted per year scenario exceeds the NHS budget in
2024 and represents 435% of the NHS budget in 2035.
For the 15% year on year capacity increase, its total
costs exceed the total NHS haematological cancer
budget in 2032 and are 151% of the 2035 NHS budget.
Within the 2018 to 2035 timeframe, the 5% year on
year scenario does not exceed the projected NHS
budget for haematological cancers. In 2035, the cost of
this scenario will be 36% of the allocated NHS budget.
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Optimisation Model

The following optimisation model was proposed;

For treatment centres i and modes of transport j

4 3
Objective function = Z Z yij(U;. D;. Ty;) (3)

i=1 j=1
Subject to
L {1 if transport j used for treatment centre i} )
Yij 0 otherwise

3
Z%’j:I vi=1234 (9
Jj=1

TT; = T+ T + X721 1. Ty (6)

TT; < K; (7)

Where

U; = Per unit cost of using transport j (£/unit.hr)
D; =Demand for units at treatment centre I (units)

T; = Time taken by transport j to and from the
manufacturing facility from treatment centre i

T;= Time taken for leukapheresis and administration of
treatment

T = Time taken for manufacturing
TT; = Total time taken for treatment centre ¢
= Arbitrary time constraint

The objective function, equation (3), optimises the
choice of transport by selecting the cheapest mode of
transport for each treatment centre. In the model, the
binary variable ensures that only one mode of
transportation is selected per treatment centre. As well
as the binary variable, there’s also 7 other variables.
There’s one inequality constraint in the model,
equation 7; this ensures that the time taken for the
overall process is below an arbitrary constant, which
can be set subject to the manufacturer’s requirements.

Discussion

Key Risks and Challenges

As discussed earlier there are several risks and
challenges associated with CAR T cell therapy and its
delivery to the patient. These include product
development, logistics, delivery, supply chain
requirements and side effects of the therapy.

Researchers are aware of the future risks to
the commercial viability of CAR T cells. A serious risk
to the commercialisation of the therapy is the severe
side effects observed during clinical trials. These
include: B cell aplasia, cytokine release syndrome



(CRS), macrophage activation syndrome (MAS) and
neurotoxicity. CRS in particular is a particularly
concerning side effect as it has caused several deaths in
clinical trials. In fact, Maude et al report that Cytokine
response syndrome occurred in 77% of patients in a
trial using Tisagenlecleucel to treat Acute
Lymphoblastic Leukaemia. The management of these
side effects through supplementary drugs needs to be
better understood to improve the patient experience of
the treatment.

An issue with the therapy is the previously
mentioned variable quality of the starting material due
to treatment that the patients may have previously been
through such as chemotherapy. The variable quality of
the initial material can affect the expansion, and the
expansion is critical in ensuring cell persistency. Cell
persistency within the body plays a critical role in the
efficacy of the treatment, as it has been shown that T
cells must persist to provide immunosurveillance and
prevent relapse (Gill et al, 2015). Studies have shown
that lymphodepleting pre-treatment can reduce the
number of regulatory T cells and other immune cells
that are in competition with cytokines. This depletion
improves greatly the T cell function, augmenting the
performance of the transferred T cells. (Saad et al,
2016)

The current manufacturing process involves
several steps, it is very lengthy, and it is not
standardised across manufacturing sites. The time
needed to manufacture the treatment for a single
patient could be a serious limitation to the therapy’s
long-term future in treating terminally ill patients. If
the therapy is not produced and delivered in time, then
a scale up for a greater patient population will never be
possible.

One of the reasons for the complexity in the
supply chain is due to the sheer number of players
involved in the treatment of just one patient.
Manufacturers, medical providers, collection centres,
couriers, case managers all have to work seamlessly
together coordinating every step in the chain. This has
to be done for each patient and hence each treatment.
Needle-to-needle traceability is the main reason for this
since the raw material must originate from and the
product end with the exact same patient. To meet these
requirements, Cell Orchestration Platforms should be
used to integrate stakeholders in every step on the
supply chain.

An important consideration from the
supplier’s point of view is the transport of the cells
from the clinic and back. The trade-off between cost of
transport and time is an important one here. This
problem was formulated as an optimisation model for
the UK.

Population Data

From 2018 to 2035, there will be an increase in the
number of both the cases and deaths from blood
cancers in the UK. This increase is due to the
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increasing population of the United Kingdom. The total
population of the UK is expected to increase from
66.05 million in 2018 to 71.59 million in 2035 (Office
for National Statistics, 2016), representing an 8.39%
increase in the population. There’s likely to be more
deaths from blood cancers also as the population is
expected to age (Office for National Statistics, 2016)
and the percentage chance of survival from blood
cancers decreases with age. (National Cancer Institute
Network, 2014). The incidence of blood cancers is
unexpected to change due to changes in lifestyle, as
would happen with lung and stomach cancers for
example. Alastair Rankin states that “Very few cases of
blood cancer can be prevented by changes in lifestyle”
(Bloodwise, 2018.) In the US, the number of cases of
blood cancers and the number of deaths from blood
cancers is expected to increase. The same reasoning as
above for the UK applies here; the US population is
going to increase by 11.3% from 2018 to 2035, and the
US population is expected to age (Mather,2016) so
demand for cancer blood cancer treatments will
increase.

The scenario associated with the green line is
not realistic as by 2035 the cost is 4.35 times the
projected NHS budget. In this scenario, the treatments
have been expanded to too many people, 12,000 per
year in 2035, too quickly, resulting in a scenario that is
unaffordable for the NHS. The grey plot, which
represents a scenario where the capacity is increased by
5% every year from the baseline of 400 in 2018. In
2035, this scenario would account for 35.5% of the
projected NHS budget for Haematological Cancers.
This represents a more affordable scenario for the
NHS. Hence, this is our feasible scenario. In this
scenario, 917 people will receive a treatment in 2035,
with 733 of these entering remission assuming an 80%
treatment success rate. With a lower success rate, costs
are lower as the failure of the drug results in the cost
being reimbursed, even though the number of people
treated per year is the same (Appendix 3). Those
eligible for the treatment are those who have terminal
cancer and have exhausted all other treatment options.
As a result of this scenario, from 2018 to 2035, 9000
people in total will enter remission, with the cost per
person entering remission estimated at £385,000. In
2018, it was estimated there would be 32,800 cases of
blood cancers. The projected NHS budget for blood
cancers in 2018 is £742.3 million, resulting in a cost
per case treated of approximately £22,600. £385,000 is
a large cost compared to £22,600, 17 times larger in
fact, but these people have exhausted all other
treatment options and their cancers are terminal.

A possible source of error within the analysis
is associated with the assumption of the price of the
drug. The retail price of the drug was assumed but with
the NHS committing to purchase in bulk the therapies,
it is likely they will receive a reduced price. The effect
of this would be that total costs will be reduced. The
most feasible scenario would be cheaper. If the NHS



was committed to a higher level of spending, with the
cost per treatment cheaper, it can provide more
treatments. Another stochastic analysis could be carried
out, where the effect of different negotiated prices for
the treatments and its impact on the affordability to the
NHS could be investigated.

The discussion of whether these scenarios are
realistic is aided by the projected NHS spend.
However, in this projection of the NHS spending for
haematological cancers, it has been assumed the
proportion of the budget allocated remains constant.
Intuitively, introducing a more expensive treatment
should require greater funds so that the extra costs are
covered.

For the grey scenario in figure 4, the cost of
treating blood cancers with CAR T cells is £299
million in 2035. This leaves £542 million of the
budget to spend on treating people using conventional
treatment methods such as radiotherapy and
chemotherapy. Assuming £22,600 per treatment, this
£542 million will allow 24,200 people to be treated
with conventional methods. In total this budget allows
25,117 people to be treated in 2035 in total. The
number of new cases that year is projected to be 36,486
meaning that 11,369 people would go without
treatment in this budget scenario. For all these people
to receive a conventional treatment, an extra £255
million is required, which is 30.2% of the 2035
haematological cancer budget. Clearly, this budget is
insufficient to deliver the NHS’s treatment for all
promise. More money must be allocated to the
Haematological Cancer budget each year beyond the
money that it naturally receives as result of the NHS
budget increasing. The NHS must annually calculate
the extra cost effect of the implementation of CAR T
on its budget, so that all those with blood cancers can
receive treatment, whether that be with CAR T or more
conventional treatments.

Optimisation Model

In the feasible scale out scenario, there are 917
treatments delivered in 2035. The capacity of a large
manufacturing facility is 1200 treatments per year
(Appendix 4); hence one manufacturing facility is
sufficient to meet demand from 2018 to 2035. This
manufacturing facility will be in Stevenage. Indeed,
catapult cell and gene therapy have already invested in
this site (Catapult cell and gene therapy, 2014). There
are issues associated with only having one
manufacturing site; if there’s unexpected downtime at
the manufacturing centre, perhaps due to a power cut,
or an unlikely natural disaster such as a flood the
supply will be disrupted. With such a crucial, life-
saving treatment for patients for whom time is of the
essence, any downtime could have disastrous
consequence. If the manufacturer wishes to have a
second medium-sized manufacturing centre, as backup
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for the first, it should be located in Yorkshire, in Leeds
or Sheffield. This extra site would have an assumed
capital cost of £50 million and extra operating costs. A
cost-benefit analysis of an extra site should be
performed by the manufacturing company. They can
truly estimate the value of a back-up centre, as well as
their capital and operating expenses.

The transportation of choice for distribution to
each Advanced Therapy Treatment Centre (ATTC) is
dictated by the distance from the Stevenage
Manufacturing Facility to the ATTC. (FreightHub,
2018) states that for journeys of a distance below 150
miles, a road courier is typically cheaper, whilst for
journeys beyond this threshold, rail will be the cheaper
option. Therefore, road distribution will be used for the
London and Birmingham therapy centres, and rail will
be used to deliver to and from the Manchester and
Newcastle therapy centres. Figure 5 indicates this in a
visual format. A backup site in Yorkshire would be
within driving distance of Newcastle, Manchester and
Birmingham. (Appendix 5). This 150 mile criteria is an
industry rule of thumb for standard freight. However,
the CAR T freight is non-standard; it must be
cryopreserved to maintain its quality. Further
investigation could be done into whether this distance
threshold is the same for the more expensive cryogenic
transportation required.

Figure 5 Visual Representation of the transport network between the
ATTCs (circles) and the centralised manufacturing centre (box). The

stars indicate potentials sites for new manufacturing centres.

Within the optimisation model, there is a time
constraint, K;, with the value of the constraint
arbitrary, and to be selected at the discretion of the
manufacturer. The value of this constant may be to set
such that the company meets NHS targets, such as the
target to treat patients within 31 days of diagnosis
(Cancer Research Uk, 2015), or such that the company



provides a competitive service. The total time is made
up of time for leukapheresis and administration (of the
order hours), time for transportation (of the order of
hours) and the time for manufacture (of the order of
days). Therefore, the largest marginal gains on
competitors with respect to time of therapy delivery
can be achieved within the manufacturing time.

Currently, the black box nature of the
manufacturing setup does not allow for better
scheduling. Treatments are all manufactured together,
and the time taken is dictated by the treatment that
takes the longest to produce. One treatment could be
ready whilst another is still expanding. In the future,
the sample that is ready could be removed, and then the
process to produce a new therapy activated, whilst the
slower expanding sample is still being produced. An
optimisation problem for the scheduling of
manufacturing could be produced. More would have to
be known about how the characteristics of the starting
material such as T cell concentration and volume
impact the manufacturing time.

Conclusion

Autologous CAR-T cell therapy is a promising
treatment for patients affected by B cell malignancies
which includes a number of blood cancers. Due to the
success of several clinical trials, two treatments have
been approved by the FDA in the US. There is
potential for a scale up in the UK. Several challenges
need to be addressed with regards to the supply chain
to facilitate this scale up. A qualitative assessment of
the supply chain identified possible bottlenecks and
challenges. These can be summarised as: needle-to-
needle traceability, high manufacturing and transport
costs, variable quality of raw materials, ‘black box’
manufacture, future supply of optimal vectors and
regulation standards.

The current and future demand for the
treatment in the UK was estimated. It was found that
one manufacturing centre would be enough to meet
demand. A model was formulated to optimise the
choice on transport mode to reduce transportation
costs.

Possible solutions to optimise the supply
chain were proposed. A COP would help to integrate
every stakeholder in the supply chain and ensure
needle-to-needle traceability. Lymphodepletion pre-
treatment of the patient can be used to augment the
function of the T cells once they are transferred back to
the patient.

In summary, demand for the treatment will
increase mainly due to a growing population. In order
for the supply chain to meet this demand, the issues
outlined throughout the report will have to be
addressed before a scale up can be achieved in the UK.
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Future Works

There are studies being conducted to improve the
effectiveness of CAR T cells when faced with solid
cancers. The hope is to use a combination of antigens
in a pool of CAR T cells to treat the solid cancer.
Preliminary results have been published but more trials
with larger sample sizes need to be carried out.

Using a therapy that targets a number of
antigens may also help with patients who have suffered
negative relapse following CD-19 infusions. CAR T
cell therapy targeting a number of antigens has been
shown to prevent CD-19 relapses (National Cancer
Institute, 2018). Although early reports are promising,
these trials are still in the preclinical stage.

One of the most exciting developments for
CAR T cell therapy is the use of universal CAR T
cells, manufactured from healthy patients. The
treatment has been tested in stage I trials and even two
infants who suffered from ALL (Qasim et al, 2017).
Universal CAR T cells have the potential of
revolutionising the supply chain by solving some of the
challenges with a potential scale up. It would simplify
the supply chain by removing the need for a 1-to-1
model as the product could be mass manufactured and
used to treat patients. Manufacturers would essentially
produce off-the-shelf CAR T cells.

There are further options being researched to
improve the potency of the cells and reduce their
toxicity. these include improving the transduction
process or using nanotechnology to produce the cells
inside the patient. All of these techniques may help
simplify the lengthy manufacturing process and hence
streamline the supply chain. It is important that further
research is carried out to achieve the above. For
example, changing from the current black-box process
to a more open one would help to continuously produce
the final product which would speed up production
time. If this was done, manufacturers could propose
and solve an optimisation model into the scheduling of
the manufacturing process. Manufacturers may be able
to benefit from improved economies of scale and
reduce the cost of the therapy.
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Mathematical Modelling to Investigate Systemic Plasma and Intracellular Area

Under the Curve of Chemotherapy Drugs for Cancer Treatment
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Abstract

Delivery of chemotherapy drugs is a complex process, one that is continually trying to be understood. This study
investigates conventional free drug delivery and Thermo-sensitive liposome (TSL) enhanced drug delivery. A
multi-compartmental model describing drug transport through pharmacokinetics was employed to simulate
intravascular release of the drug. Two indicators were used in the analysis: intracellular Area Under the Curve
(AUC) and systemic plasma AUC. The former was used to infer the drug efficacy while the latter represents the
level of toxicity healthy body cells are exposed to. The model allowed for comparison of the efficacy of
doxorubicin (DOX), paclitaxel and fluorouracil as un-encapsulated drugs. TSL-DOX delivery was investigated
with the heating regime and sensitivity analysis explored in depth. Paclitaxel was determined to be the un-
encapsulated drug with the highest efficacy, this was attributed to its high Michaelis Menten transmembrane
transport parameter K;. Considering the TSL-DOX delivery, bolus injection with 3h continuous heating was
deemed optimal. Sensitivity analysis of the key parameters showed those linked to TSL formulation to be highly
sensitive. The analysis found an optimised drug release rate at 42°C exists, and that Thermodox® achieves this at
a value of 0.30s™!. Further recommendations related to TSL formulation include minimising both release rate at

37°C and liposome plasma clearance rate.

Key Words: Doxorubicin, Fluorouracil, Paclitaxel, Area Under the Curve, Thermosensitive Liposome

Introduction

Cancer is the second most common cause of death
worldwide [1]. With the number of cancer cases having
been steadily growing with predications that this will
continue [2,3]. While anticancer drugs are consistently
being advanced and developed, their therapeutic efficacy
remains underwhelming at a clinical level. Their
effectiveness depends on the interplay between the
tumour's biological properties, the drug's physiochemical
properties and the biophysical and biochemical aspects of
drug transport and cellular uptake. Understanding drug
transport in solid tumours is fundamental for effective
cancer treatment. Computational modelling offers a cost-
effective method to improve cancer treatment; it enables
the variation of many parameters which enables discovery
of key factors for the optimal design of efficient drug
delivery systems.

Doxorubicin (DOX) is the most widely used and
tested anticancer drug available, however its cardiotoxicity
limits the lifetime dose a patient may receive per unit body
surface area to around 450-550 mg/m’[4,5]. Consequently,
to improve the therapeutic benefit and reduce the toxicity
of DOX in normal tissue, new drug administration methods
must be developed. Most other anticancer drugs (e.g.
paclitaxel (PTX)) have no maximum lifetime dosage, only
a maximum dosage per administration. The maximum
tolerated dose of PTX given by 24h infusion every three
weeks is 175-200 mg/m? [6]. Fluorouracil (5-FU) doses are
usually around 50mg/ml, however different doses and
schedules result in dramatically different patterns of
qualitative toxicity. Normally dosing is based on body
surface area however with 5-FU this gives considerable
variability. It is therefore difficult to estimate the average
dose administered [7,8].

An innovative treatment is the use of
nanoparticles, such as liposomes as drug carriers. This
treatment significantly reduces the limitations of
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conventional chemotherapy drug treatment. It offers a high
drug payload, decreased drug toxicity and enhanced drug
accumulation at tumour sites due to the relatively leaky
tumour vasculature [9]. It also allows for an increase in the
bioavailability of hydrophobic drugs such as DOX, PTX or
5-FU and can improve drug absorption [10]. DOX is the
most commonly investigated liposomal-encapsulated
anticancer drug and, as of 1995, the first to be FDA-
approved [11]. Other drugs such as PTX being used more
recently in clinical trials [12].

El-Kareh and Secomb used mathematical models
to find that non-thermosensitive liposomes approach the
efficacy of continuous infusion of un-encapsulated DOX
only if they release drugs at optimal rates [13]. This
supports the prioritisation of thermosensitive liposomes
(TSL), suggested for the first time by Yatvin et al. in 1978,
as a superior treatment method [14]. Encapsulating anti-
cancer drugs inside temperature-sensitive nanoparticles
allows accurate release of the drug, when heated, to the
target area. This is because the liposomes become unstable
at higher temperatures, and open up to release the drug. At
body temperature, the release rate of the drug from the TSL
is very low, minimising the damage to healthy cells around
the body. Focused ultrasound is often used to provide
localised heating within the tumour, thus resulting in a
more targeted treatment compared to conventional free
drug treatment. Hyperthermia (HT) is simple to implement
as well as having a low cost and reduced risk of
complication, making it a notable area of research for
cancer treatment [15]. Additionally, heating increases the
tumour vasculature permeability which enhances the
transport and accumulation of drug within the interstitial
space. TSLs can effectively treat cancer and diminish
serious side effects resulting from the toxicity of anticancer
drugs by reducing the drug concentration in the blood
plasma.

Numerous review papers exist which focus on the
use of TSLs for treating cancer [9,16,17] and several



studies investigate the development of TSLs to improve the
efficacy of anti-cancer treatment [18-20]. While DOX is
most widely research, there has been recent work into the
use of TSLs with other anticancer drugs has been done [20-
22]. One study, conducted by Zhang et al, investigated the
efficacy of TSLs carrying PTX. They found that PTX-TSL
combined with HT significantly suppressed tumour growth
due to the increased targeting efficiency. The results from
rodent trials showed PTX-TSL combined with HT has
potential as a new therapy method for solid tumours [23].
Mathematical models have been developed to
determine if liposome-encapsulated drugs improve the
effectiveness of cancer treatment. Zhan and Xu developed
a comprehensive mathematical model for thermosensitive
liposomal delivery of doxorubicin to solid tumour,
incorporating the key physical and biochemical processes
involved. They compared predicted efficacies of

continuous direct intravenous administration and
thermosensitive  liposome-mediated delivery. They
determined that thermosensitive liposome-mediated

delivery offers a lower drug concentration in normal
tissues than direct infusion of non-encapsulated DOX, as
well as finding that thermosensitive liposome delivery
achieves a significantly higher peak intracellular
concentration [24]. El-Kareh and Secomb predicted that
continuous infusion with optimal infusion duration
(typically, 1-3 hours) is superior to bolus injection and non-
thermosensitive liposomal delivery for DOX. They also
found that TSLs combined with hypothermia have a
potential advantage over continuous infusion for some
doses, but only if the blood is not heated significantly while
passing through the area where hypothermia is applied.
However, their model did not account for the influence of
blood and lymphatic vessels and the interstitial fluid flow,
nor drug binding with proteins [13]. Storm et al. concluded
that both liposome encapsulation and slow drug delivery
by infusion offer considerable protection against DOX’s
cardiotoxicity while enabling its antitumor activity to be
fully expressed [25]. Sensitivity analysis carried out on
TSL with DOX determines which input parameters have
the greatest influence under pulse and continuous HT
exposure [26].

This study seeks to advance understanding of the
input parameters, which may vary depending on the
heating regime implemented. This analysis relies on
mathematical modelling of a compartmental system. The
study compares the efficacy of three widely used
anticancer drugs: DOX, PTX and 5-FU under different
administration methods, something that has not previously
been thoroughly undertaken. DOX as the drug with the
most available parameters regarding TSL formulations, is
studied further. The benefits of TSL encapsulation is
investigated, after doses which are comparable to that of
free drug have been determined. The heating regimes are
studied as a major factor affecting TSL success. Finally,
sensitivity analysis is performed to determine the most
sensitive parameters and how drug delivery can be
enhanced. Area Under the Curve (AUC) is used to analyse
all results, which improves upon the use of peak
intracellular concentration, which is most commonly used
in literature; this is discussed using the results.

Method

A multi-compartmental model (Figure 1) is adopted to
describe the transport of liposomes and un-encapsulated
drug following intravenous injection. The model is divided
into the systemic plasma, lumped tissue, and the tumour,
with the tumour being subdivided into the tumour plasma,
the tumour interstitium (Extravascular Extracellular space
(EES)) and the intracellular space. The model describes a
rigid, cylindrical blood vessel surrounded by the solid
tumour interstitium. Tumour vasculature is heterogeneous;
however, the focus of this study is the transport around
individual blood vessels. Thus, an idealised tumour cord
geometry is sufficient.
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Figure 1: Schematic outlining the compartments of the mathematical
model for TSL-enhanced drug delivery. Adapted from Liu and Xu [26]

The model is reduced to a one-
dimensional model, with drug transport
occurring in the radial direction only
(Figure 2), using the assumptions of
axis-symmetry and  homogeneous
distribution in the tumour. For
simplicity, blood is assumed to be an
incompressible Newtonian fluid and
steady. The model includes basic
description of blood flow, drug transport
between the compartments and cellular
uptake. Transport of the drug through
the interstitium is through convection and diffusion.
Despite diffusion being generally less effective than
convection, it is the dominant transport mode in this
system. This is due to the elevated interstitial pressure
within the tumour, limiting convection to regions close to
the blood vessel wall. As a result, here convection is
assumed to be negligible. The transvascular Peclet number
is used to evaluate the importance of convection, with
relevant papers confirming negligible effect on results
when ignoring convection [27]. Peclet number is defined
as the ratio of convective transport to diffusive transport

Figure 2: Schematic
of tumour cord
geometry

and calculated as follows: Pe = %, where L is the tumour

radius, D is the drug diffusivity and u; is the interstitial
fluid flow velocity.

This study compares the two drug administration
techniques which can be adopted: bolus injection or
continuous infusion. For delivering un-encapsulated drug,
it enters the body through the blood vessel. With TSLs, the
model simulates intravascular release of the drug, meaning
the drug is released in the plasma. When the tumour is
exposed to localised HT, this is predominantly in the
tumour plasma. HT enhances the release kinetics of the
drug from the TSL, accelerating the process. HT exposure
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is instantaneous and assumed to occur simultaneously with
dose administration. Temperature is said to be uniform and
independent of radial position due to the homogeneous
assumption. For this reason, the simulation of heat transfer
is not reflected.

Free drug is then available to be transported into
the extravascular space to be taken up by the tumour cells.
Due to the low permeability of the TSLs and the nature of
intravascular release, it is assumed that transvascular
transport of TSLs from the tumour plasma into the EES is
negligible. There will be some TSLs found in the EES,
however in comparison to TSL concentration in the
systemic and tumour plasma, this amount will be
insignificant.

Equations in the Model

Drug transport in the model is described by
pharmacokinetics. The equations outlined below describe
the drug concentration in each compartment, as well as
TSL concentration in the systemic and tumour plasma and
the bound drug in the EES. Table 1 outlines the
concentration nomenclature and the associated units, while
Table 2 prescribes the volume of the key compartments.

Table 1: Concentration nomenclature for each compartment

Variable Symbol Unit
Concentration of TSL in Cp Lip ug/ml
systemic plasma
Concentration of free drug in g ug/ml
systemic plasma
Concentration of free drug in the cE ug/ml
tissue
Concentration of TSL in tumour c;ﬁ Lip ug/ml
plasma
Concentration of free drug in cg ug/ml
tumour plasma
Concentration of free drug in Ce ng/10° cells
EES
Concentration of bound drug in Ch ng/10° cells
EES
Concentration of free drug in C; ng/10° cells
intracellular space

Table 2: Volume nomenclature for each compartment

Variable Symbol Unit
Volume of systemic plasma I/}DB L
Volume of tumour plasma 124 L
Volume of body tissue vE L
Volume of tumour vT L

Pharmacokinetics within the systemic plasma and
tissue compartment

Equation 1 describes the pharmacokinetics of TSL in the
systemic plasma, following continuous infusion of the drug
with dose D, for time T,;. To model bolus injection T; was
set to 10s. The Heaviside term H(T; —t) models a
constant infusion of TSL from time t = 0 to Ty.

dct,., D
B _pLip _ B B
7] dt - T_dH(Td - t) - keLipCp_Lipr
- kT37cg_LipV;,B + FPTVVIZCZ_MP

- FgVVgCg_Lip @
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TSL is removed from the systemic plasma at rate keup,
while kry; is the rate constant associated with the first
order kinetics release of drug due to the instability of TSL,
at body temperature. The terms consisting of FZ, reflect
convective transport between the systemic plasma and
tumour plasma, it is a function of the blood perfusion rate
(Wpi00a) and defined as plasma flow per tumour plasma
volume.

The pharmacokinetics of the free drug in the
systemic plasma is described in a similar manner, as shown
in Equation 2. The drug is cleared from this compartment
via the body at rate k., while kpand k; are bidirectional
linear kinetics describing the transport of free drug
between the systemic plasma and body tissue.

B
dc,

vE—L
Poqt

— T yT T T yT ~B B B
= FpyVpcp — FpyVp ey + kr37cpupr

—kocp VP — kg Vi + ket VE (2)

Equation 3 describes the concentration of free drug in the
tissue compartment.

B dcf By/B By/B

Vt W = kpCp Vp — ktct Vt (3)
Pharmacokinetics within the tumour plasma

TSL in the tumour plasma is described by Equation 4. R
denotes the release rate of drug from the TSL and is either
krs; or kry,, depending on whether the tumour is subjected
to HT.

T
LB YLy VI, ~ Rl )
Again, free drug in the tumour plasma is modelled in a
similar way, shown in Equation 5 with an additional term
reflecting diffusion of the free drug through the
interstitium. The term PS(c; — c; ) describes the diffusive
flux across the interface of the tumour plasma and EES by
the product of vascular permeability and vascular surface
area (PS) and the free drug concentration difference
between the tumour plasma and EES.

dcT
T% _ pryr.B T yT T T T
Vp W = FPVVP Cp - FPVVP Cp + RCpLipr
—VTPS(ch —cl) (5)
Pharmacokinetics within the Extravascular

Extracellular Space (EES)

TSL concentration in the tumour EES is assumed to be
negligible. Once in the EES, free drug can enter the
intracellular space, or bind to proteins within the
interstitium. Free drug in the EES is described by Equation

dct
dt

Vmaxce Vmaxci
¢, + K. vl ¢+ K;
— kpcd +kqcy (6)

= DV?c, —

+ Kjcice + Rceup

Cellular uptake of the drug is reflected in the model by two
mechanics:



(1) Active transport is described by Michaelis Menten
kinetics (K; and K,) which describe the
transmembrane transport, and V4., which describes
the flux between the EES and the intracellular space

(i1) Passive diffusive transport (K, ;)
Equation 7 describes the concentration of bound and
unbound drug within the EES. The binding rate is
described by k;, while the disassociation rate is described
by k4. The notion of bound and unbound drug is vital and
disregarding it can overestimate the efficacy of anti-cancer
drugs.

dcl
— = kocd = kac} (7)
Pharmacokinetics within the intracellular space

The transport of drug from the EES into the intracellular
space is described above and is predominately influenced
by the Michaelis Menten transport kinetics. Equation 8
shows the intracellular concentration.

dci _ VUmaxCe _ VUmaxCi
dt c,+Kvl ¢ +K;

+ klciCe (8)

Boundary Conditions

The differential equations outlined are solved in MATLAB
using the ODEI1S5s function (code available in
Supplementary Material) by subjecting the set of equations
to the boundary conditions outlined. Equation 9 describes
a no-flux condition at the outer boundary of the tumour
cord model. The blood vessel wall is subjected to a
boundary condition describing the transmural flux normal
to the vessel wall, described by Kedem-Katchalsky
equation (Equation 10). It describes an inwards flux of
drug into the tumour interstitium, which involves product
of vascular permeability, P and free drug concentration
difference between the tumour plasma and EES.

—DVc, + ujc,n; =0 (9)

Js = P(c) —ce) + Jr(1 — 0p)Acyy ... Ay, (10)

Jr 1s the transmural velocity, normal to the vessel wall and
can be calculated through Starling’s law, in Equation 11.
P, and P; are the blood vessel and tumour interstitium
pressures, g, is the osmotic reflection coefficient, m,, and
; are the osmotic pressures in the vascular and interstitial
space respectively, while L, is the vascular hydraulic
conductivity. Equation 12 is a reduced version of Equation
11, valid because of the negligible effect of osmotic
pressure difference in solid tumours.

]F=Lp(Pv_Pi_ad(7rv_ni)) (11)
Jr =Lp(Pv_Pi) (12)

Model Parameters

This study compares three common anti-cancer drugs:
DOX, PTX and 5-FU using a 50mg dose. Values for the
drug parameters are given in the supplementary
information in Table Al. DOX is a widely studied drug,
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allowing values to be easily found based on many previous
similar computational studies. When investigating the
effects of introducing TSL, only DOX was considered due
to the lack of available data for either PTX or 5-FU paired
with TSL. DPPG,-TSL was the TSL formulation
investigated, with parameters outlined in Table A2 of the
supplementary information. Formulation of TSLs change
the release rates (kry, and kry;) and liposome
pharmacokinetic parameters, namely the liposome plasma
clearance rate (keup), so not having experimental data on

this for the PTX and 5-FU would make their analysis
unreliable. In addition, model parameters which vary with
temperature were estimated using the relationship
developed by Zhan to predict diffusivity and permeability
of the drugs and liposomes at 42°C [28]. The release
kinetics and pharmacokinetics of TSL drug carriers vary
significantly according to their composition. The baseline
values for release kinetics at the temperatures investigated
are given in the supplementary information. It is noted that
release rates of up to 0.3s”' have been reported in
Thermodox® [29], which is approximately 30 times larger
than the baseline value used.

The tumour modelled has a diameter of 120 um
and the diameter of the blood vessel is 10 um [30]. Further,
since tumour vasculature is heterogenous, there is a lack of
blood perfusion to the tumour tissue, which is accounted
for in this model through the term H_ ;.

Drug Efficacy

Area under the curve (AUC) for intracellular concentration
was used to determine the efficacy of the drug at killing
tumour cells. In mathematical terms, the AUC is the
integral of the drug concentration over time, as such, AUC
is a more accurate measure of drug efficacy than peak
cellular concentration as it accounts for all the drug
accumulated in the tumour cell. Additionally, the systemic
plasma AUC was determined, it indicates the level of
toxicity that healthy body cells are exposed to, thus a low
value is desirable. For AUC to be used reliably for
comparisons, the time frame in which the drug is studied
must be kept constant. This study uses 10h to measure
AUC. The use of AUC instead of peak intracellular
concentration is tested and validated through this study.

Killing Fraction =1 — exp (crcipeak(r)) (13)

Killing fraction was also used to consider the efficacy of
the drug as a function of the tumour radius. Equation 13
shows killing fraction to be a function of the peak
intracellular concentration, which is easily determined as a
function of the tumour radius, and o is a value determined
by experimental data. For DOX ¢ is 0.4938[31].

Local sensitivity analysis was performed on all
key parameters by imposing a 10% increase, in turn, and
measuring the change in intracellular AUC. This allowed
for the model’s robustness to be tested and can highlight
how accurately the physics of the process is modelled.
Also, by highlighting favourable properties, it provides
motivation for future research.



Results

Un-encapsulated Drug Comparison

Firstly, Table 3 shows that 1h continuous infusion is the
superior drug administration method when considering
intracellular AUC, for all three drugs However, it is
noteworthy that when considering peak intracellular
concentration, bolus injection is preferable for DOX. This
confirms the decision to adopt AUC as the measure of drug
efficacy, over peak intracellular concentration. Table 3
indicates PTX to be the most effective un-encapsulated
drug, with the highest intracellular AUC, while 5-FU is the
least efficient due to a much higher systemic plasma AUC
than the other drugs.

regime. This paper compares two heating regimes: 3h
continuous heating and 1h pulse heating.

There are limits to the maximum safe dose of free drug
which can be bypassed by encapsulating the drug, allowing
less of the toxic drug to be in the blood and areas of the
body without tumour. It is difficult to determine the
payload due to the TSL composition depending heavily on
how it is formed. Therefore, to make free drug and TSL
comparable, the dose in which the AUCs were equal was
found to make further comparisons of the efficacy of TSL
over free drug — these are found in Table 4.

Table 4: Comparison of key AUC values and peak concentration for
un-encapsulated drug delivery and TSL-enhanced delivery

peak B,peak g
Table 3: Intracellular and systemic plasma AUC and peak intracellular ]()n(l)s;: ¢ . 5 S}})’ISJSIIIIII;C IntraACSl(l:ular
concentration achieved for DOX, PTX and 5-FU following both bolus & (ng/10 (ng/ml) 5
. o 1Is) AUC (ng.l/10
injection and 1h infusion cells (uevml) cells)
- pg.h/m
DO PIX >FU Un- 50 1.31 15.88 2.63 0.96
Drug Bolus| 1h [Bolus Ih Bolus| 1h encapsulated
Administration Infusion [nfusi Infusion DOX
S Tusion 1h Pulse 124 0.96 0.27 0.33 0.96
asma AUC 1) o3 1 250 [3.46 | 345|427 226 TSL
(ug h/ml) 3h 87 0.67 0.19 0.41 0.96
AUC Continuous
(ng /105 cells) 096 [ 1.39 393 | 483 (2.18  2.99 TSL
Peak
. 1.31 ] 1.04 (2.03 | 227 |[1.21 | 1.90 . .
Ci (ng/10° cells) The dose of TSL required for the AUC’s to be equal is

Figure 3 shows the spatial distribution of each drug
through the radius of the tumour. Intuitively, as the radius
increases (i.e. further away from the blood vessel), the
killing fraction decreases, thus the drug is most effective
close to the plasma. Interestingly, the killing fraction of 5-
FU rarely alters throughout the tumour radius, unlike with
DOX and PTX which both see a drop in killing fraction as
distance from the plasma increases.
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Figure 3: Killing fraction for DOX, PTX and 5-FU as a function of the
tumour radius

TSL-DOX

With the incorporation of TSL to encompass the drug for
more effective transport and delivery, this study moves
forward with TSL-DOX. Due to findings in literature both
bolus and continuous infusion were explored[31]. For
TSLs to work, the body must be subjected to HT. There are
many heating regimes possible, and considerable research
has been done on which ones work best, with limited
success due to a multitude of factors affecting the optimal

higher than that of un-encapsulated drug. This is to be
expected as the dose of TSL must account for the drug and
liposome carrier.

— | i

Figure 4: Graph showing DOX concentration in the systemic plasma,

following bolus injection and 3h heating of TSL-DOX (RHS) and bolus
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injection of un-encapsulated DOX (LHS)

The dose value for 3h continuous heating was used going
forward as it is 1.4 times lower than pulse heating, and
additional study was done on continuous heating. For the
peak intracellular concentration of free drug and TSL to be
equal, a dose of 174mg is required. This further solidifies
the decision to use AUC throughout this study as the dose
required to achieve the same AUC as free drug is much
lower than for peak intracellular concentrations to be equal.

With the selected doses, the results in terms of
AUC and intracellular concentration are comparable, thus
the area of interest is the systemic plasma concentration.
One of the main reasons for using TSLs is to minimise the
drug concentration in the systemic plasma, where risk of
toxicity and death of healthy cells is high and should be
avoided. As seen in Figure 4 this is achieved. When




comparing TSL-DOX using bolus injection with 3h
heating, with un-encapsulated DOX delivery, the systemic
plasma AUC reduced by a factor of 6.5 and ¢
concentration reduced by a factor of 83.6.

Administration Regime: Continuous Heating

The heating regime of un-encapsulated DOX and TSL-
DOX was investigated to determine the optimum heating
duration for patients. Bolus injection with instant HT
exposure from 0-8h was tested to determine the effect on
intracellular AUC, shown in Figure 5. Un-encapsulated
DOX showed only a 0.2% change from no heating to 8h of
heating. TSL-DOX begins to plateau around 3h of heating
with increase in AUC from 3 to 8h heating only being 5%.

Using the baseline parameter data, changing the heating
time from 0.5 to 8h had no effect on cip eak_ only changes
peak

seen with heating for c; were in the first 0.5h.

Figure 5: Effects of different heating periods on intracellular AUC in both
conventional free-drug delivery and TSL enhanced drug delivery

Administration Regime: Pulse Heating

Pulse heating was tested to determine if multiple pulses of
heat is beneficial over continuous heating. This was done
for bolus injection and different continuous drug infusion
times. The total heating time in each case was kept the
same, with different regimes of pulse heating with rests
compared to continuous heating. Continuous heating was
better for bolus injection and infusion times shorter than
the total heating time. However, for long infusion times,
heating for a short period, with rest and then heating for a
longer period was slightly beneficial to continuous heating.

Sensitivity Analysis
The output of interest for the sensitivity analysis was
intracellular AUC. First, all parameters were subjected to a
10% increase to determine the most sensitive parameters —
some of these were then further explored. The sensitivity
of parameters was conducted for both pulse and continuous
(with and without infusion time) heating, and Figure 6
shows that except for keLip’ the level of sensitivity of the
parameters under different heating regimes is largely the
same. Generally, parameters related to the TSL properties
and vascular parameters (Wy;,0q and PS) are highly
sensitive, while the pharmacokinetic parameters of the
drug are minimally impactful.
The key findings from Figure 6 are given below:
e The most sensitive parameter for all regimes was K;
followed by K,, the Michaelis Menten parameters
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e Increasing kr,, significantly increases the intracellular
AUC, which is most dominant under continuous
heating, due to longer HT exposure time

e Increasing keLip reduces the intracellular AUC, with a

stronger impact felt under continuous heating. Other
clearance kinetics, k, and k., compete with drug
transport into the tumour cells, having a negative
impact on intracellular AUC — the effect of these is far
less influential.

e Increasing wy;,,q reduces the intracellular AUC

e Increasing PS negatively affects the intracellular AUC

e Increasing krz; increases the intracellular AUC;
however, this is undesirable as the systemic plasma
AUC increases to enable this

o Diffusivity of DOX is shown to have no tangible
impact on intracellular AUC

e Increasing the permeability and diffusivity of the
liposome makes little difference, due to these values
being insignificant in magnitude in the first place

e Binding and dissociation parameters (k; and k;) do
not appear to make an impact on intracellular AUC

Figure 7 shows the intracellular AUC to vary non-linearly
with kr,, and begin to plateau at a release rate one for
DPPG,-TSL, at a value of 0.29 s™'. Figure 8 shows the
effects of the Michaelis Menten transport parameters, k, Lip
and PS on intracellular AUC relative to their baseline value
following bolus injection and 3h continuous heating. It is
shown that a change in value of both K, and K; drastically
alters the efficacy of the drug. Decreasing the value of keup

has the potential to increase the efficacy of the drug, due to
the extended circulation time. Finally, the graph shows that
increasing the value of PS decreases the intracellular AUC.

Discussion

Un-encapsulated Drug Comparison

The finding that 1h continuous infusion is superior to
bolus injection for the drug administration of free drug
agrees with the findings made by El-Kareh and Secomb
[13]. However, Eikenberry found that the optimum
infusion time depends on the drug dose, with bolus
injection being best for low-doses but short infusion being
better for high doses [31]. It was because of these
conflicting findings that show the preferred method
depends on many variables, both drug administration
methods. were explored when introducing TSL as a drug
carrier.

The high efficacy of PTX is initially surprising
when considering the molecular weight and diffusivity of
the drugs. PTX is the largest drug thus drug transport
limitations due to poor diffusion could be anticipated. The
high performance can be attributed to the transmembrane
transport between the extracellular and intracellular space,
modelled through Michaelis Menten kinetics. As shown in
the sensitivity analysis, increasing K; can significantly
increase the intracellular AUC — for PTX Ki is 5 times
DOX and 50 times 5-FU reference for K; values [31,32],
thus the strong Michaelis Menten kinetics of PTX
counteract its poor diffusivity.
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Figure 7: Graph showing the non-linear relationship of kr42 and
intracellular AUC, for different heating and administration
methods relative to baseline values
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Figure 8: Graph showing the effects changing Ki, Ke, ke_Lip and PS
on intracellular AUC, following bolus injection and 3h continuous
heating relative to baseline values. AUC increases with increasing
Ki and increases with decreasing Ke, ke_Lip and PS
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The effect of diffusivity can be seen more clearly in
Figure 3. As stated, the killing fraction of 5-FU
remains roughly constant through-out the tumour
radius. In the model, this is attributed to the diffusivity
of the drugs, the value for 5-FU is an order of 10 larger
than both DOX and PTX, meaning 5-FU can diffuse
more effectively through the EES, with a high quantity
reaching the outer boundary. This was confirmed by
decreasing the diffusivity of 5-FU by a factor of 10,
which saw the killing fraction reduce to 0.25 at
approximately 80um. It is expected that a decrease in
killing would occur as drug transport becomes
hindered further from the blood wvessel, due to
mechanisms such as the binding of drug with proteins,
or clearance rates competing with the diffusion of the
drug through the interstitium. Interestingly, diffusivity
of DOX was shown to be insensitive, agreeing with the
findings of Cong Liu [27]. This is because diffusivity
is not only related to the physiological properties of
anticancer cells but also the structure of the tumour
tissues.

Considering the systemic plasma AUC, 5-FU
is the least desirable anti-cancer drug, as its high AUC
value reflects a higher toxicity level for the body than
with either DOX or PTX. Additionally, it must be
taken into  consideration that 5-FU may
not have been modelled well using the model due to its
sensitivity to many parameters and short half-life
meaning continuous high doses of 5-FU are needed to
maintain concentrations high enough to be effective
[33,34]. Given the findings for systemic plasma AUC
for 5-FU using a relatively small dose, this is likely to
severely increase toxicity to the body. Encapsulation of
this drug could allow the higher doses to be safely
administered for over longer time periods, however,



with limited parameters for TSL with 5-FU, this could
not be further investigated reliably in this paper.

Comparison of Un-encapsulated DOX and TSL-
DOX

When comparing un-encapsulated DOX with TSL-
DOX using doses that result in similar intracellular
AUC, it was shown that the use of TSL dramatically
reduces both the ¢, ?** and the systemic plasma AUC.
This is because the TSL releases the majority of drug
in the tumour plasma under HT exposure. The only
drug found in the systemic plasma is that released at
37°C through much slower release kinetics, this is
unlike when the un-encapsulated drug has to itself
travel through the systemic plasma to get to the tumour
cells via the tumour plasma. The findings show that the
use of TSL-enhanced drug delivery can significantly
reduce the level of toxicity the body is exposed to. This
lessens the restrictions on drug dosage, which are
predominantly set in line with toxicity. In animal
models, ThermoDox®, a TSL-DOX formulation,
currently in clinical trials, has shown to deliver 25
times more DOX into tumoursthan intravenous
infusion of DOX alone, and 5 times more DOX than
standard liposomal formulations of the drug [12,35].

Heating Regime

With the introduction of TSLs, heating regimes need to
be determined. This is challenging as changing one
variable can drastically alter the efficacy of the drug
under a regime that had previously been deemed
effective. In general, a longer heating time is better,
this is because there is a longer time-frame in which the
drug can be released from the TSL in
the tumour plasma.

The minor effect seen when applying heat to
un-encapsulated DOX was due to not all temperature
dependent parameters being expressed in the model,
namely the complex vasculature changes of the tumour
interstitium due to heating are not entirely accounted
for thus the effects caused by heating were not fully
expressed. There has been a lot of research showing the
improvement offered by HT to conventional
chemotherapy treatment [36-38]. Some of the reasons
for the improved therapeutic efficacy when using HT
is increased blood flow and vasculature permeability,
which are critical factors for drug uptake [39]. This
increase in tumour permeability, increases the
accumulation of drug in the tumour. The improvement
when using HT could be something to explore further.

Pulse heating with periods of rest is
determined to be unbeneficial for treatment, and only
particularly useful for long infusion times or when
limits for continuous heating exist. Kong et al. found
that tumours reheated after an 8h interval did not
respond to HT again, and no HT-induced nanoparticle
extraversion was seen [40]. It was not determined how
long the rest period had to be for the reheating to render
ineffective. Additionally, the model used in this study
did not account for this per say but agrees with the
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findings that leaving time in between heating periods
is generally not beneficial.

Overall, 3h continuous heating was deemed to
be the optimal heating regime for TSL-DOX studied.
As shown in Figure 5, providing extra heating past this
point gave little benefit relative to the additional
heating and resources required, similar results were
noted by Liu and Xu [26]. Most of the drug had already
been released after 3h of heating so there was a limit
reached as to how much drug was left to be released, a
higher dose of TSL could continue to improve heating
past the point of 3h.

Sensitivity Analysis

The sensitivity analysis conducted on TSL-DOX
displayed in Figure 6 largely agrees with the findings
made by Liu and Xu [26], who conducted sensitivity
analysis for both a continuous and pulse heating
regime, with respect to peak intracellular
concentration. This suggests that the effects of the
parameters on peak intracellular concentration and
intracellular AUC are highly similar. This is to be
expected as both assess the quantity of drug in the
intracellular space, however intracellular AUC is
preferable as it is considering the amount of drug in the
intracellular space over a time period as opposed to at
one instance.

As stated, the TSL properties and vascular
parameters showed significant sensitivity. The former
is promising, as the properties of the TSL depend in
part on its composition and formulation, thus it is
possible that the desired value of such properties can
be worked towards when designing new TSL-drug
formulations.

Figure 6 is

showed increasing k

€Lip
detrimental to the intracellular AUC, this is because it
reduces the available time for the drug to be released
into the tumour plasma, before the TSL gets removed
from the blood. Thus, it is desirable that the TSL
formulation used has a low systemic plasma clearance
rate. This parameter has a far smaller impact on the
intracellular AUC under pulse heating than continuous
heating, this is because in this case the increased
circulation time of the TSL is counterbalanced by a
limited heating period. This further suggests
continuous heating is the superior heating regime for
effective drug delivery using TSL with DOX.

The higher intracellular AUC yielded through
increasing kr3; is at detriment to the systemic plasma
AUC, which sees a 4% increase. This is because kr3;
reflects the release kinetics of the drug from the TSL at
body temperature, thus the amount of un-encapsulated
drug in the systemic plasma significantly increases.
This would have a negative effect as it would increase
the amount of toxic drug in the body causing harm to
healthy cells, which is one of the major benefits of
TSL. Thus, kr3, should be kept as low as possible.

In contrast, Figure 7 shows increasing kr,,
dramatically increase the efficacy of DOX. The plateau
suggests an optimal value of kr, exists. This should



be considered when exploring TSL formulation and
composition when used with other drugs. The plateau
is shown to occur at approximately 30 times the
baseline value of kry, used in this study and
corresponds closely to the ultra-fast kinetics reported
for Thermodox® (0.3s™!). This shows great promise for
Thermodox® once it is fully approved for clinical use.
However, at 0.3s™!, continuous infusion yields higher
AUC than through bolus injection — thus for TSL with
a high kr,,, the preferred administration method may
change.

Considering the vascular parameters, two are
of interest: Wy;,,4 and PS. The negative influence on
intracellular AUC through increasing the blood
perfusion rate is due to a reduced time for DOX to
transport from the blood into the tumour, through
convection. The highest perfusion rates in the body are
seen in the brain, kidney, liver, and heart, making drug
transport and corresponding efficacy to tumours in
these regions lower [41,42].

It is expected that an increase in permeability
would increase the amount of drug capable of reaching
the intracellular space as transport mechanisms
become enhanced, this was shown by Liu and Xu [26].
However, increasing the permeability allows more
fluid to leak into the tumour interstitium from the blood
vessels, resulting in a build-up of fluid such that the
interstitial pressure increases to a point where it is
approximately equal, or higher than the blood vessel
pressure. This can stop the drug from filtering into the
interstitium and cause some of the drug particles to re-
enter the vessels. Thus, at high PS levels, this model
strongly shows the effects of reverse diffusion and can
account for the reduced intracellular AUC.

Beyond the TSL properties, it is the Michaelis
Menten kinetics which exhibit significant sensitivity. It
is important to examine the effects of these parameters
for two reasons:

6] It is an assumption, and one that is difficult to
prove
(i1) The parameters are not well documented

Ideally, the kinetics would be such that K; is large and
K, 1is small — this is the case with PTX and was
attributed to the high efficacy of the conventional free
drug delivery of PTX. Therefore, it is highly likely that
with the suitable TSL, PTX would perform very well,
making it a potential promising future exploration. Due
to the lack of documented kinetic information on TSL
use for drugs other than DOX, this postulation was
unable to be tested.

Finally, as mentioned, binding of the drug to
proteins in the EES was modelled. Bound drug is
unable to transport into the intracellular space, thus
increasing the binding rate reduces the amount of
available drug. As shown in

Figure 7, increasing the binding rate (k;) by
10% made no tangible impact on the intracellular
AUC. Previous papers have neglected to consider
binding [13]. While this seems acceptable it is still
important to consider binding in some capacity,

76

especially due to the rate differing depending on the
drug used.

Additional Limitations
As discussed previously, drug transport within the
tumour interstitium was modelled through diffusion
only. The assumption of negligible convection was
verified through calculating the Peclet number for un-
encapsulated DOX delivery to be 0.35, calculation
below:
Lu; 12-107*mx1-10"%m/s
D 3.4-10"10m2/s
The model assumes negligible TSL concentration in
the tumour EES due to simulating intravascular release
— however there will be some found in the EES. Due
to the larger size of TSL and corresponding low
diffusivity, convection becomes more prevalent in TSL
transport within the tumour. Through addition of an
equation to describe the pharmacokinetics of TSL in
the EES, the EES AUC of TSL was found to be
0.001pg/ml. This value is sufficiently low to justify the
neglection of convection. However, in exploration of
TSL-PTX formulations, it is likely convection would
have to be considered due to the larger size of PTX and
subsequent larger size of the TSL.

Finally, despite proving both intracellular and
systemic plasma AUC to be a better measure of drug
efficacy than peak intracellular concentration, it does
have its limitation. There needs to be a certain
concentration of drug in the tumour cell to kill the cell
so not all area equivalates to cell killing [43].

Pe = =0.35

Conclusion

This study investigated the efficacy of cancer drugs
using intracellular and systemic plasma AUC, finding
this to be insightful when compared to measuring peak
intracellular concentration. It was found that PTX
performs best in conventional free drug delivery,
considering its intracellular AUC. Taking into
consideration plasma AUC, 5-FU is least favourable as
the body would experience high toxicity levels. PTX’s
strong performance was mainly due to the Michaelis
Menten kinetic parameters, which give promise to the
use of PTX encapsulated in TSL in the future. The use
of TSL with DOX succeeded in reducing the systemic
plasma concentration of DOX, thus significantly
reducing the toxicity and damage to healthy cells. As a
result, the use of TSL can relax the dose limits of drugs
which are largely set because of the toxicity to healthy
cells. Continuous heating of 3h was found to be the
optimum heating time for TSL-DOX. Sensitivity
analysis found the most sensitive parameters were K;,
K., kry,, keup and PS. After further analysis, the kr,,,

and k,, Lip Were found to be significant parameters which
could be optimised through composition of TSL and
their formulation, by minimising keLip and optimising
kr,,. Future work would involve global sensitivity

analysis, such as the Morris Method to provide a better
understanding of the key parameters, as some



parameters may behave differently in different points
of the parameter space. Morris Method allows for non-
linear interactions between parameters and can show
the change in output result of varying more than one
parameter at a time. This would allow more realistic
conclusions for optimisation of drug delivery to be
found and allow the effect of heating to be further
understood in conjunction with the parameter’s
sensitivity.
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Computer-Aided Molecular and Process Design with Superstructure

Optimisation of an Organic Rankine Cycle
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Abstract

Simultaneous optimisation of molecular design and process conditions is highly desirable in the field of research in
Organic Rankine Cycles (ORCs), and can be achieved through computer-aided molecular and process design (CAMPD).
An outer-approximation algorithm presented by Bowksill et al. (2016) to solve the ORC CAMPD problem is further
developed in this study. Two additional safety indices are introduced as feasibility tests to remove toxic and flammable
fluids from the feasible region. Superstructure optimisation of fixed working fluids found that topology did not have
significant impact on maximum net power, with an average 2% increase when introducing turbine bleeding. However,
minimising cost revealed that turbine bleeding significantly increased costs. The basic ORC was found to have the lowest
normalised cost in most cases, however for some fluids the addition of a regenerator further decreased cost. The new
outer-approximation algorithm was applied to a heat source of 573 K at a flowrate of 66 kg/s, successfully generating a
list of top working fluids and identifying novel fluids not found in previous literature in methyl acetate and allyl alcohol.

Keywords: computer-aided molecular and process design, feasibility tests, outer-approximation, optimisation, super-

structure

1 Introduction

The performance of a process depends on many factors,
including its operating conditions and perhaps more
importantly the type of fluids utilised. As these two
decisions are closely interlinked, different methodolo-
gies have been developed to simultaneously optimise
both the process and the molecules. One such ap-
proach is computer-aided molecular and process design
(CAMPD), a reverse engineering procedure that gen-
erates molecules based on target thermodynamic prop-
erties and process design parameters (Churi and Ache-
nie, 1996). CAMPD problems are complex to solve due
to discontinuities in the feasible region and significant
nonlinearities in the structural-property relations.

Two methods to improve the efficiency and robust-
ness of the algorithm were incorporated in this study:
implementing feasibility tests to eliminate infeasible
molecules in advance, and initialising the search from
different starting points.

The CAMPD problem discussed in this study is
that of an Organic Rankine Cycle (ORC). Due to
higher volatility of organic fluids compared to water,
they can be vaporised with lower temperature heat

sources such as geothermal heat and biomass combus-

tion.

This study aims to maximise the net power output
and minimise the specific investment cost of an ORC
system by varying the operating conditions, organic

fluids used, and the cycle topology.

2 Literature Review

2.1 CAMPD Problems

Developments in computational modelling have paved
the way for computerised molecular design. Gani and
Brignole (1983) proposed such a method later known
as computer-aided molecular design (CAMD). Further
developments integrated process design in tandem with
molecular design, allowing for simultaneous optimising
of the working fluid and ORC process, otherwise known
as CAMPD (Pereira et al., 2011).

Framing CAMPD optimisation requires both con-
tinuous and discrete decision variables. Continuous
variables usually describe process conditions, such as
operating pressures, and flowrates, while discrete vari-
ables are used to model cycle topology and the number
of functional groups in a working fluid (Gopinath et
al., 2016). Because of the MINLP nature of CAMPD,
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they are complex to solve, but methods exist such as
outer-approximation (OA) (Schilling et al., 2016) and
Generalized Benders Decomposition (Geoffrion, 1972)
to help break the problem down into simpler sub prob-
lems.

Due to the discrete nature in which the working
fluid is modelled, thermophysical properties are mod-
The
ORC process itself is modelled through material, equi-

elled using group contribution (GC) methods.

librium, summation, and heat equations with relevant
assumptions and constraints (Bowskill et al., 2016).

The simultaneous optimisation of these continuous
and discrete variables reduces computational effort sig-
nificantly as it does not require an exhaustive list of
working fluids to be optimised. However, the MINLP
is usually very non-convex in nature, and thus a robust
algorithm is instrumental in determining the global op-
timum (Bowskill et al., 2016).

2.2 Optimisation of ORC Systems

ORCs are unique because they are able to extract work
from low energy heat sources effectively compared to
traditional Steam Rankine Cycles. For example, ORCs
can be applied to further extract mechanical and elec-
trical work from the waste heat in existing high tem-
perature heat sources, such as Steam Rankine Cycles
in steam power plants and cars (Vanslambrouck et al.,
2001). Sustainable energy sources such as geothermal,
solar, and biomass generate heat sources between 75°C
and 300°C, a suitable temperature range for ORCs
to extract work from. However, early ORC designs
only managed to achieve thermal efficiencies of approx-
imately 10%, while recent developments have been able

to raise thermal efficiency to up to 20% (Darvish et al.,

2015). Thus, research in maximising power output and
reducing costs of ORCs is highly relevant in the area
of sustainable development as it has the potential of
combating climate change, reducing carbon emissions
and reliance of unsustainable fossil fuels by extracting

power from sustainable energy sources.

This paper is primarily an extension to the work
by Bowskill et al. (2016) which set up an outer-
approximation framework, adding feasibility tests as
well as permanent integer cuts to generate candidate
lists of optimal working fluids for a basic 4-unit ORC.
Related studies that optimise ORCs using different ob-
jective functions, molecular design space, topologies,
and process conditions are summarised in Table 1. The
main two objective functions optimised were maximum
net power and minimum specific investment cost (SIC).
SIC is the purchasing cost of the equipment required in
the cycle, normalised to the net power output of that
cycle. With regards to cycle topology, most papers
only aimed to optimise a basic ORC, with the excep-
tion of White et al. (2018) who considered a regen-
erative cycle. A study by Sun et al. (2017) suggests
that different ORC topologies could have an impact
on ORC performance, although optimisation was not
In particular, ORCs that

incorporated regenerative cycles and turbine bleeding

explored in these studies.

were identified as possible directions of development.

The lack of research in optimising ORCs of different
topologies is an interesting and important knowledge
gap as it brings the potential to further improve ORC
performance in terms of both net power output as well
as lowering normalised cost. This study therefore aims
to address this gap by incorporating superstructure op-

timisation into the optimisation of ORCs.

Table 1: Summary of literature review on ORC optimisation

Heati
Study Objective | Molecular Design Space Topology & Process Conditions cating Optimal Molecules
J g pology Fluid T.
ul in
Only linear groups: alkanes,
Bowskill et al. | Maximise 1y fmear groups: a an.es Basic ORC n-butane, 1-butene,
1| . alkenes, ethers, esters, acid, . 483K
(in progress) net power alcohol (SAFT-y Mie) Peond, Pevaps AT superheat; Mw r methyl ethyl ether
- L. Alkanes, alkenes, alkynes, .
Schilling et al. | Maximise K Basic ORC Propane, propene,
2 cyclic carbons, ketones, X 393K .
(2016) net power ethers. esters etc. (PC—SAFT) Pc(mrh Peva;m ATS‘(L[)CT‘hC(lt? mwr dlmethyl ether
3 Schilling et al. | Minimise Alkanes, alkenes, aryl carbons, P P AT v 193K Propane, propene,
(2017) SIC aldehyde (PC-SAFT) meonds Frevapy S superheaty THW I 1-butene
Nturb
Basic ORC
4 Kleef et al. Minimise Alkanes, alkenes % AT 423K Propane, isobutane
(2018) SIC (SAFT—'y Mie) condy Lrevaps %5 min,evaps Vevap, 593K 2-butene, 2-pentene
Veond
. . Linear alkanes, methyl alkanes, . . 423K Isoheptane
White et al. Minimise . . c Basic & Regenerative ORC
5 (2018) SI0 linear alkenes; includes binary T P PP 523K 2-pentene
mixtures (SAFT-y Mic) condy rievapy & £Thy Yregen 623K 2 heptene
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3 Methodology

3.1 Problem Formulation

Two problems were formulated on gPROMS Model-
Builder 5.1.1, with objective functions to maximise net
power and minimise SIC respectively. Apart from the
different objectives, the decision variables, model equa-
tions and constraints for both problems were exactly
the same.

3.1.1 Decision Variables

Three types of decision variables were implemented in
the optimisation problem: non-negative integer vari-
ables that determine molecular structure, binary vari-
ables that represent the cycle topology, and continuous
variables for the process operating conditions. A total
of 12 acyclic structural groups were used to build the

molecule, as shown in Table 2.

Table 2: Structural groups used

Alkanes | Alkenes | Ethers | Others
CH;
=CH CH,OH
CH, > | CH3-O i
CH =CH CH-0 COOH
c =C 1 coo

Two binary variables were formulated to represent
the four topologies considered in this study: basic
ORC, regenerative ORC, ORC with turbine bleeding,
and regenerative ORC with turbine bleeding. The su-
perstructure of the ORC system is illustrated in Figure
1. Variable y; was used to represent the presence of the
regenerator, while variable y, was used to represent the

presence of turbine bleeding.

y,= T ATsuperheatl PevapZ

A y2=1l ATsuperheatz
y,=0 Ny
—~
=Ly
'l i L
y,=1
‘x“‘\/ AThot
") @ <
PH YI=0

Figure 1: ORC system superstructure

The eight continuous variables included were: m,

Pconda Pevap,la Pevap,Q» ATsuperheat,ly ATsuperheat,Qa

AThot,regen, and a. Three additional integer variables,
nr1, nre and nprs, were also added to optimise the

number of stages of each turbine.

3.1.2 Model Equations

Each piece of equipment in the ORC was modelled as
a single unit on gPROMS ModelBuilder. The heat ex-
changers — condenser, evaporators and regenerator —
were assumed to have zero heat loss to surroundings,
so all the energy lost by the hot streams was trans-
ferred to the cold streams. Note that the working fluid
was allowed to be superheated in the evaporators, but
the outlet of the condenser was fixed as a saturated lig-
uid. The energy balances for the heat exchanges were

written in the form:

mep(Tout — Tin)
- m(hout - hin)

(1)
(2)

The power output of each piece of rotating equip-

ment — pumps and turbines — was calculated using:

W = 1i(hin — Pout) (3)

Although not modelled in gPROMS ModelBuilder,

a generator with efficiency n4., was assumed to be

present. The net power output of the ORC system
was thus computed by:

Wnet = Tgen Z W (4)

Costing of the equipment was also performed, using

correlations from Schilling et al. (2016). SIC is defined

as:

SIC = TCI

()
net

where TCI, the Total Capital Investment, is cal-
culated as the sum of the capital costs of the heat ex-
changers and rotating equipment. The heat exchangers
were modelled as shell and tube heat exchangers with
streams in counter flow, and their costs were hence de-
pendent on the heat exchange areas. The costs of the
rotating equipment were determined using correlations
from Astolfi et al. (2011). Pump cost is a function of
pump power, generator cost is a function of net power,
while turbine cost is a function of the number of tur-
bine stages. Therefore the number of turbine stages,
nr1, nre and nrs, had to be considered as additional
degrees of freedom in the MINLP problem.
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3.1.3 Molecular Property Predictions

Thermodynamic properties are most commonly pre-
dicted either using the PC-SAFT or SAFT-v-Mie equa-
tions of state. Both equations of state rely on GC
methods, where all segments of a molecule are assigned
a partial contribution, and the thermodynamic prop-
erty of the resulting molecule is computed by summing
up all contributions.

The PC-SAFT model uses hard chains as reference
fluids by including a dispersion term that accounts for
dispersive interactions between chains. The model uses
a square well potential to model pair potential be-
tween segments. In comparison, SAFT-y-Mie is the
more recent development, where fused spherical seg-
ments are used to represent different functional groups
in a molecule. In this model, the Mie pair potential is
a generalised form of the Lennard-Jones potential.

The SAFT-y Mie equation of state was chosen in
this work due to its accurate prediction of caloric prop-
erties (Dufal et al., 2015).

specific entropies, specific enthalpies and dew point

Specific heat capacities,

temperatures of each stream were predicted using this
method.

The critical point of each molecule was calculated
indirectly using the SAFT-y Mie method. Pressure was
increased gradually up to the point at which vapour
volume was equal to liquid volume. The temperature
and pressure at this point was recorded as the critical
point.

Due to limitations of the SAFT-v Mie approach,
melting points were predicted using another GC ap-
proach developed by Hukkerikar et al. (2012):

exXp <]/11::;> = Z n;a;

The autoignition temperature (AIT) was computed
using a GC method presented by Albahri et al. (2003):

(6)

AIT =729.7+24.9 ) “n; AIT; — 1.57 Z(niAIT,-)Q

—0.0773) "(n AIT;)* +0.0032 ) _(n; AIT;)* (7)
% A

Finally, the acute toxicity (LCso) was determined
using the Martin et al. (2001) GC method:

—10g(LC50) = Z n; 0 (8)

3.1.4 Constraints

Three categories of constraints were implemented in

gPROMS ModelBuilder: constraints on temperatures

and pressures, constraints for molecular feasibility, as
well as specific constraints for turbine design.

Pressures at every state were enforced to be be-
tween atmospheric pressure and 80% of the critical
pressure.

10° < P <0.8 Pyt 9)

Temperatures at the inlet and outlet of the heat
exchangers were constrained by a minimum approach
temperature, AT},;, of 10K from the temperatures of
the cooling and heating fluids respectively. For in-
stance, the pinch point constraint at the inlet of the

condenser was implemented as:

ATl:ond,l = wa,in - ch,out > 10 (10)

Molecular feasibility constraints were also added to
ensure that the solution molecule is feasible in terms of
bonding (Odele et al., 1993 and Bowskill et al., 2016).

Zni(Q—vi)—2:0 (11)

N=CH + N=CH, + N=Cc = 27Z* 12

Neo < NCH, 13

neo < 2ncmH, +3ncy + 4nc 15

(12)
(13)
neo < 2 (14)
(15)
(16)

neo < 0.96(ncw, +ncu + ne) 16

To prevent combinatorial explosion, an upper
bound was set for the total number of groups in each
molecule. The upper bound was chosen to be 10 as
preliminary testing revealed that molecules containing
more than 10 structural groups were too involatile to
be used in the ORC system.

Lastly, two design constraints were added for each
turbine to avoid high mechanical stresses, high Mach

numbers and large blade heights (Astolfi et al., 2014).

. : 1
Visat? = (Viam) ™ <4 (17)
Ahis ur
Ahjg g = — 21 < 65 (18)

Nst

3.2 Proposed Algorithm

The algorithm used in this paper is a further modifi-
cation to the outer-approximation framework used in
Bowskill et al. (2016) and is outlined in Figure 2. The
algorithm begins with a starting guess of an arbitrary
molecule. The algorithm only attempts to optimise the
fluid if it passes the feasibility tests implemented, thus

eliminating computational effort for infeasible fluids.



3.2.1 Feasibility Tests

In total, 4 feasibility tests were implemented. Test 1
checks the melting point and saturation pressures of
the fluid, while Test 2 further tightens the pressure
bounds. Tests 3 and 4 are new additions to the al-
gorithm, introducing 2 new safety indices in AIT and
LCs¢ respectively. The safety thresholds were adapted
from Schilling et al. (2017) and are detailed below:

AIT > Typper + 30 (K) (19)

LC5, > 10 (mg/L) (20)

3.2.2 Primal Problem Initialisation Procedure

Once a feasible fluid has been found, the problem is ini-
tialised so that feasible starting conditions are passed
to the primal problem. This allows for easier evalua-
tion of the NLP primal problem and ensures that the
the starting point of the solver is within the expected

solution range.

3.2.3 Solving the Primal Problem

In a typical outer-approximation algorithm, the
MINLP is broken down into an NLP problem (pri-
mal problem) and an MILP problem (master problem).
The primal problem typically finds the optimum value
of the objective function and the corresponding optima
for the continuous variables, given a fixed working fluid.
However, due to the inclusion of superstructure opti-
misation in this work, the primal problem is optimised
over two additional binary variables, y; and yo. The
solution of the primal problem thus includes the ob-
jective function, the optimal continuous variables, and

the optimal cycle topology (represented by y; and ys).

3.2.4 Solving the Master Problem

Once the primal problem is solved, gradients of the ob-
jective function and constraints are calculated at the
solution point of the primal problem and are passed to
Gurobi via C++, which solves the master problem in
the form of an MILP and generates a new working fluid.
The MINLP is solved when the solutions to the master
and primal problems converge after multiple iterations,
arriving at the optimal fluid choice and corresponding

process conditions as well as cycle topology.

3.2.5 Candidate List Generation

To increase the number of solutions found by the al-

gorithm, a permanent integer cut is then applied to

remove the previous optimal solution from the feasi-
ble region so that the algorithm can search for a new
optimal working fluid. The list of all optimal working
fluids found is reported and compiled as a candidate
list. New initial guesses can then be trialled to reini-
tialise the problem and observe the frequency at which

the optimal working fluids appear in the candidate list.
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Figure 2: Overview of outer-approximation algorithm

3.3 Thermodynamic Model Validation

The thermodynamic predictions by SAFT-y Mie were
compared with experimental data extracted from De-
therm, a database containing experimental thermo-
physical properties. Predictions using PC-SAFT were
also generated for reference.

As shown in Figure 3, the saturation properties of

neopentane predicted by SAFT-y Mie were in good
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On the other
hand, PC-SAFT overpredicts the saturation pressure.

agreement with the actual properties.

SAFT-vy Mie also showed outstanding agreement with
experimental data for three other organic fluids trialed
— 1-butene, diethyl ether, and pentane.

w
8]
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Saturation Pressure / 10° Pa
o
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Temperature / K
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——SAFT-y Mie —PC-SAFT 2 Detherm (1) 2+ Detherm (2)

Figure 3: P-T phase diagram for neopentane

3.4 Optimisation Model Validation
3.4.1 Maximisation of Net Power Output

Results of the optimisation problems were then com-
pared with results from literature. Net power output
of the ORC system was maximised using the same pro-
cess specifications as Schilling et al. (2016) for the top
10 working fluids found by Schilling.

As shown in Figure 4, results of this model showed
good agreement with Schilling’s model, with a maxi-
mum deviation of +6% observed for propene. How-
ever, the ranking of the top 10 working fluids is differ-
ent. Differences between the results from both mod-
els may be attributed to the different equation of state
used to predict molecular properties; Schilling used the
PC-SAFT equation of state, while this study uses the

SAFT-v-Mie equation of state.
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Figure 4: Comparison of net power maximisation re-

sults with literature

3.4.2 Minimisation of SIC

The costing model was also validated by comparing our
results with those of Schilling et al. (2017) which used
the same costing model to minimise SIC. As Schilling’s
ORC process model was slightly different from ours,
incorporating and costing a preheater before the evap-
orator, some discrepancies were expected.

Table 3 compares the SIC, net power output, and
TCI of the top 5 fluids found in Schilling et al. (2017).
Despite under-predicting SIC for the top 5 fluids iden-
tified in the paper, the results still showed a very high
degree of agreement. The discrepancies in the mod-
els can be attributed to the differences in the number
of process units costed, as Schilling’s results accounted
for an additional preheater which is absent from our
model. More importantly, the relative costs of the 5
different fluids are in very good agreement.

Table 3: Comparison of SIC minimisation results with literature

Schilling et al. (2017) This Study
I D TCI TCI
‘Working Fluid SIC (USD/ Net Power (MW) c Rank | SIC (USD/kW) | Net Power (MW) c Rank
kW) (10¢ USD) (108 USD)
284
Propene 3318 434 1.40 1 328 424 1.39 1
(-1.0%)
337
Propane 3476 393 1.37 2 3379 385 1.30 2
(-2.8%)
1-butene 4646 328 1.52 3 4061, 335 1.36 3
(-12.6%)
4139
Isobutane 4722 326 1.54 4 371 1.54 4
(-12.3%)
4644
n-butane 5040 324 1.63 5 328 1.52 5
(-7.9%)
6
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3.5 Process Specifications

The specifications of the ORC process used in this
study are detailed in Table 4. Cooling water tempera-
ture and flowrate were taken to be the same as Schilling
et al. (2017), while heating fluid temperature was set
at 573K to investigate ORC behaviour at the higher
temperature range of ORC heat sources. Minimum
approach temperatures of 10K in heat exchangers and

isentropic efficiencies for rotating equipment were cho-

unnecessary computational effort of the optimiser can

be reduced.

Table 5: LCyq and AIT feasibility test results
Working Fluid LCgg Test | AIT Test

Propane

Propene

Isobutane
Pass

Isobutene

n-butane

Pass

sen to reflect more realistic systems.

Table 4: Process specifications of ORC process

Parameter Value
Heating Fluid Temperature (K) 573
Heating Fluid Flowrate (kg/s) 66
Heating Fluid Specific Heat 49
Capacity (kJ/kgK)
Cooling Water Temperature (K) 288
Cooling Water Flowrate (kg/s) 175
Cooling Water Specific Heat 49
Capacity (kJ/kgK)
Minimum Approach Temperature in 10
Heat Exchangers (K)
Isentropic Turbine Efficiency 0.8
Isentropic Pump Efficiency 0.9
Generator Efficiency 0.98

4 Results and Discussion

4.1 Preliminary Feasibility Tests

The LCsp and AIT feasibility tests were first applied to
Schilling’s top 10 working fluids, to get a preliminary
sensing on the effect of the tests on potential work-
ing fluids. As shown in Table 5, all 10 fluids passed
the LCgq test.
huge safety margins of 2 orders of magnitude above
the safety threshold. This is because the LCs( partial

contributions by the structural groups in these fluids

More specifically, they passed with

are relatively small. As this study also contains simi-
lar structural groups, the likelihood of molecules gen-
erated from this study being eliminated by the LCsq
test is low.

On the other hand, 4 of Schilling’s top 10 working
fluids were found to be lammable at the operating tem-
perature used in this study. These fluids were therefore
not viable at the operating conditions of this study.
These preliminary results suggest that the AIT feasi-
bility test has the potential of eliminating flammable
molecules from being considered by the primal prob-

lem. By tightening the feasible region of molecules,

Neopentane

1-butene

2-butene
Ethyl methyl ether
Dimethyl ether

Fail

4.2 Maximisation of Net Power Output
4.2.1 Primal Problem

To obtain a preliminary sensing of the optimum topol-
ogy, net power output was maximised at the above-
mentioned process specifications using Schilling’s top
working fluids which passed the feasibility tests.

As shown in Figure 5, different topologies resulted
in very similar values of maximum power for each fluid.
The optimum topology for all 6 fluids trialled was the
ORC with turbine bleeding, due to the presence of a
second turbine. However, the addition of turbine bleed-
ing only increased the maximum net power output by
2% on average, which is insignificant.

Of these 6 working fluids, the optimum working
fluid is n-butane which generates 6.79 MW of net power
with an ORC with turbine bleeding topology.
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Figure 5: Maximum net power output for Schilling’s

top working fluids
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4.2.2 Candidate List of Optimal Molecules

gPROMS ModelBuilder was incorporated into the
overarching algorithm framework to solve the primal
problem, while Gurobi was employed to solve the mas-
ter problem. The algorithm was only able to find an
average of 3 optimal working fluids for each starting
point, indicating a lack of robustness. Thus, to obtain
a more comprehensive list of top working fluids, a total
of 20 different starting guesses using different combi-
nations of functional groups were used. The resulting
candidate lists were combined and shown in Table 6.

The algorithm determined that across all the top 10
optimal working fluids, the optimum topology was that
of an ORC with turbine bleeding and no regenerator.
While in line with previous findings when optimising
the primal problem, it is also important to keep in mind
that this usually only translates to a 2% increase in net
power on average.

Novel working fluids were found in methyl acetate
and allyl alcohol. Methyl acetate in particular was
found to be the best working fluid out of all the solu-
tions explored, and has an even higher net power out-
put than any of Schilling’s top working fluids at 573K.
It should also be noted that despite the aforementioned
lack of robustness, the algorithm was able to produce
methyl acetate and ethanol, the top 2 working fluids
found in this study, as optimal solutions from multiple
starting points. Thus, although the current algorithm
lacks breadth in terms of number of different solutions

found, it finds the best solutions at a higher frequency.

Table 6: Top 10 working fluids generated by

outer-approximation algorithm

Worki Net Power
orkin
Rank . & Output Y1 | Y2
Fluid
/ MW
M
1 cthyl 9.12 01
acetate
2 Ethanol 7.28 0 1
3 n-butane 6.66 0 1
4 Neopentane 6.43 0|1
5 Isobutene 6.06 0 1
6 Isobutane 5.71 0 1
Allyl
7 Y 5.69 01
alcohol
8 Ethane 4.35 0 1
9 Propane 4.00 0 1
10 Acetic acid 3.61 0 1

4.2.3 Sensitivity Analysis

Sensitivity analysis was performed on the top 5 working
fluids from the candidate list, with the cycle topology
fixed as an ORC with turbine bleeding. The heating
fluid mass flowrate was allowed to vary within £50%,
while its inlet temperature was varied by +50K, be-
cause 623K is the highest temperature used for power
production from ORCs (EXERGY, 2018).

As illustrated in Figure 6, the optimum net power
output is more sensitive to decreases in the heating
fluid mass flowrate, than increases in the flowrate.
Halving the mass flowrate leads to a mean 38.2% de-
crease in net power output, while a 50% increase in
flowrate results in a mean 24.5% increase in net power
output. A smaller heating fluid flowrate means that
less thermal energy is transferred to the organic fluid,
thus the amount of work extractable through the tur-
bines is also less. Amongst these 5 organic fluids,
ethanol is most sensitive to changes in heating fluid
flowrates, with its net power output falling by 50.0%
following a 50% decrease in heating fluid flowrate. At
lower heating fluid flowrates, ethanol is no longer the
second best organic fluid. This reveals that ethanol
might only be optimum within a small range of pro-

cess specifications.

12
E 11 A
~. 10 -
5 9
a —e—[Vlethyl acetate
8 -
3 =s=Ethanol
' 7 A
g 6 —s—n-butane
8_ 5 1 ===Neopentane
b
o 4 4 —o—Isobutene
2
3 T T T T :
-50% -25% 0% +25% +50%
Change in heating fluid mass flowrate
Figure 6: Sensitivity towards heating fluid mass
flowrate

The effect of varying the heating fluid inlet tem-
perature was also investigated, with results depicted
in Figure 7. Decreasing the inlet temperature by 50K
resulted in the optimum net power output decreasing
by 27.2% on average, and increasing the inlet tempera-
ture by 50K led to a mean 26.2% increase in net power
output. At higher temperatures, the heating fluid has
more enthalpy thus more energy can be transferred to
the organic fluid, resulting in higher net power output.
Once again, ethanol was found to be most sensitive

to the heating fluid inlet temperature. Its net power
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output decreases by 45.3% when the inlet temperature
decreases by 50K, while its net power output increases
by 60.9% following a 50K increase in inlet tempera-
ture. At 623K, ethanol outperforms methyl acetate as
the best working fluid. Unfortunately, the inlet tem-
perature of the heating fluid used in ORCs should not
go beyond 623K, therefore larger deviations to the inlet

temperature could not be investigated.
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Figure 7: Sensitivity towards heating fluid inlet tem-

perature

4.3 Minimisation of SIC
4.3.1 Primal Problem

Subsequently, the effect of topology on SIC was investi-
gated by minimising SIC for the same 6 working fluids.
As shown in Figure 8, topologies with turbine bleed-
ing have larger SIC values than those without turbine
bleeding. This is a consequence of the larger working
fluid mass flowrates passing through the first turbine,
which leads to significantly higher turbine costs.

2200
_, 2000
2 1800
@ 1600
=)

~

o 1400

(7]
1200

1000

—e—Basic ORC

—e—Regenerative ORC
=e=0RC with turbine bleeding

=s=Regenerative ORC with turbine bleeding

Figure 8:
fluids

Minimum SIC for Schilling’s top 10 working

Of the 6 fluids, 4 fluids identify the basic ORC as
the optimum topology, while 2 fluids — isobutene and
neopentane — identify the regenerative ORC as opti-
mum. In these 2 cases, the addition of the regenerator
reduces the evaporator heat duty, resulting in lower
capital costs of the evaporator.

n-butane was found to be the optimum working
fluid which incurs an SIC of 1130 USD kW-! with the
basic ORC topology.

4.4 Algorithm Limitations

The algorithm used in this study has several limitations
in different sections.

Firstly, superstructure optimisation was solved
within the primal problem in gPROMS, instead of
within the master problem in Gurobi. This changed the
NLP problem of the original algorithm to an MINLP.
While this was still within the computational ability
of gPROMS, the problem was much more difficult to
solve, and gPROMS faced difficulties switching be-
tween topology configurations depending on the start-
ing guess for y; and ys. Only the starting guesses of
y1 = 0 and yo = 1 led to optimal solutions being found,
hence these guesses were used for the primal problem
optimisations.

As previously discussed, the outer-approximation
framework implemented to search for novel working
fluids was limited in the number of optimal solutions
that could be found from a single starting point. The
addition of superstructure optimisation increased the
number of linearised constraints passed from gPROMS
to Gurobi, which may have impacted the ability of the

master problem to generate new molecules.

5 Outlook

A few directions of improvement and development have
been identified to take this project further.

Firstly, it was regrettable that due to time con-
straints, the costing model was not implemented into
the master problem. Doing so would not only allow
the algorithm to potentially find new working fluids
that minimised SIC, but also pave the way for work on
multi-objective optimisation in the future.

As previously mentioned, there is potential to im-
prove the robustness of our algorithm. One possible
way to achieve this is by incorporating the topology
decision variables into the master problem instead of
being solved in the primal problem. This would reduce

the complexity of the primal problem, thus increasing
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the performance of gPROMS. Since Gurobi is tuned to
solve MILP problems, it is likely that it will be able
to solve the master problem added with 2 new binary
variables to a desired level of accuracy. This might lead
to a heightened robustness of the overall algorithm.
Finally, the use of mixtures as working fluids can
further increase design space while also bringing the
potential to further increase efficiency and power out-
put. This will be very challenging though, due to the
significant increase in the design space with the addi-
tion of mixing properties as well as different composi-

tions.

6 Conclusions

In this work, the outer-approximation algorithm used
by Gopinath et al. (2016) and Bowskill et al. (2016)
was modified to include new safety tests prior to opti-
misation, and to consider superstructure optimisation.

2 new feasibility tests were implemented to screen
based on their AIT and LCsg.

molecules such as ethyl methyl ether were eliminated

molecules Some

before being passed to the primal problem as they
violated the AIT constraint.

groups for branched alkanes and alkenes were also

3 additional structural

added to Bowskill’s design space which considered only
linear molecules. This resulted in a wider range of top-
performing molecules being found, such as isobutene.

Superstructure optimisation was incorporated into
the primal problems for maximising power and min-
imising cost. The results for the 6 working fluids con-
sidered suggest that changing the topology does not
have much impact on the maximum power, but it does
result in changes in minimum SIC.

All in all, the modified outer-approximation algo-
rithm performed to a satisfactory level by successfully
generating a list of top working fluids, including novel
fluids that have not been previously identified by ex-

isting studies, such as methyl acetate and allyl alcohol.
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Conceptual study to recover metals from end-of-life Li-ion batteries: Anodic electrodeposition
of MnQ; in the presence of Li*, Co**, and Ni**

Raul Rinken
Department of Chemical Engineering, Imperial College London, U.K.

Abstract Fastly evolving market of electric vehicles along with growing portable electronics market has rapidly
increased the demand for Li-ion batteries during the recent years. As the fast market growth is predicted to
continue during the upcoming decades and currently less than 5% of the Li-ion batteries are recycled, novel
approaches capable to economically recover metals from end-of-life batteries are needed. This study is part of the
development of a new novel electrochemical reactor aiming to recover MnO, and metallic Li from spent Li-ion
batteries. The study concentrates on MnO: electrochemical deposition from aqueous solutions. Cyclic
voltammetry was used to assess the Mn?* oxidation process. MnO, was deposited at constant potential 1.2V vs
Ag/AgCl at pH 3 on Pt electrode from three different solutions: only Mn?* present, Mn*" and Li" present, and
Mn?', Li*, Co?', and Ni** present. Obtained deposit crystal structure was analysed with XRD, morphology with
SEM and elemental composition with EDS and ICP-MS. It was found that at potentials lower than 1.5V vs
Ag/AgCl, Mn?" oxidation is the dominant anodic reaction while the reaction itself is relatively reversible.
Obtained deposit was amorphous and contained an extensive amount of Mn(lll) species along with MnO; in all
three deposits. Manganese metal content 99.6% with respect to other metals was detected in the deposit obtained
in the presence of Li", Co?’, and Ni?". Traces of Ni were detected forming 0.3% of the total metal content while
the amount of Co and Li was negligible in the deposit. It was concluded that selective MnO; deposition is possible
while Ni?*, Co?*, and Li* ions are present. As a next step of the reactor development, it may be desired to discover
higher potentials and pHs as well as to study electrochemical leaching of MnOs,.

Introduction ITWh by 2028, while the market will further shift
Initially proposed in the 1970s, Li-ion towards transition metal oxide based chemistries
batteries offer superior energy densities with 2-20 with an expected market share of 76% in 2026
times more energy stored per unit weight compared (Benchmark mineral Intelligence, 2018) (Avicenne
to other rechargeable battery chemistries like lead- Energy, 2017).
acid, nickel-cadmium and nickel- metal hydride. Li- Due to the vastly evolving production of
ion battery anode is most commonly made from Li-ion batteries, the number of end-of-life batteries
graphite, lithium metal oxides are used as the will also rapidly increase during the upcoming
cathode. Copper and aluminum plates are years. Currently, only less than 5% of all Li-ion
implemented as current collectors while polyolefin batteries are recycled (Heelan, et al., 2016). As there
separator end PF¢ as an electrolyte is most is no standard economically viable technology for
commonly used. The biggest variation between recycling, new developments are needed to facilitate
different Li-ion batteries is cathode chemistry. the increasing amount of Li-ion batteries. For
Modern cathode chemistries are based on lithium comparison, as recycling lead-acid batteries can be
and transition metal oxides complexes comprising profitable, currently 99% of these batteries are
Co, Ni, and Mn while lithium iron phosphate is used recycled (USEPA, 2016). The need for recycling can
mainly in electric vehicles (EVs) produced in China be divided into two large categories: resources
(Grey & Tarascon, 2016). restriction and hazardous waste. Firstly, battery
In 1991, Sony commercialised the first Li- production consumes more than 40% of the world’s
ion battery. Attainment of consumer electronics cobalt and lithium production. As the worldwide
since then and quickly evolving market of Electric production increases at a slower pace than the
vehicles has rapidly grown the demand for Li-ion demand, it is expected that Co and Li supply side
batteries during the past decade. Since 2010, EV face serious shortage during the upcoming years (Lv
sales have grown over 50% on average each year et al., 2018). Secondly, without proper disposal, Li-
reaching 1 million new vehicles in 2017 (IEA, ion batteries can impose a serious threat to the
2018). The exponential growth is expected to environment. Electrolyte reacting with water creates
continue in near future with estimated sales of 10M toxic and corrosive hydrofluoric acid. Heavy metals
new EVsin 2025 and 25M in 2030 (Bloomberg New like Mn, Co and Ni can contaminate underground
Energy Finance, 2017). It is predicted that Li-ion water and be acute to living organisms (Lv, et al.,
batteries remain dominant technology for at least 2018).
upcoming two decades creating an evolving need for The aim of this project is with addressing
new Dbatteries (Avicenne Energy, 2017). Li-ion the growing market and necessity for recycling,
battery production in 2017 was 135 GWh, from ultimately developing energy efficient,
which 36% formed lithium iron phosphate batteries environmentally benign, elegant and economically
and 64% lithium and transition metal oxides. (Jaffe, viable electrochemical processes for recovering

2017). It is expected that the production is exceeding
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metal-containing materials from end-of-life lithium
batteries.

Background

Recycling of the Li-ion batteries starts with
the collection of the batteries, followed by discharge
removing any residual charge. There are two general
approaches to recover the metals from the batteries:
pyrometallurgical and hydrometallurgical. In the
pyrometallurgical process, whole battery is smelted
at high temperature, burning off anode, plastics,
electrolyte, and binder. Valuable metals like Ni, Cu,
and Co form an alloy, from where they can later be
recovered by hydrometallurgical methods. Other
metals (Li, Al, Mn) remain in slag and have to be
used for low-value applications (Sun, et al., 2017).
In the hydrometallurgical process, cathode material
separated by mechanical and chemical pre-treatment
is leached into aqueous solution. Peroxides along
with strong acids are usually used, although, during
the recent years, milder conditions with organic
acids have also been proposed. From aqueous
solution, metals could firstly selectively extracted
into organic phase with solvents like D2EHPA,
Cyanex272 etc. Metals are stripped back to the
aqueous phase and selectively precipitated
(Meshram, Pandey, & Mankhand, 2014). High
purity salts and oxides could be obtained with as
high recovery rates as 100% manganese, 99%
cobalt, 85% nickel and 99.2% lithium (Chen & Ho,
2018). End of life Li-ion batteries recycling
strategies are summarised in Figure 1.
Commercially, hydrometallurgical methods
contribute 50% of the recycling capacity, while
pyrometallurgical 30% and combined methods 20%
of the capacity (Lv et al., 2018).

Figure 1. Recycling strategies for Li-ion batteries. Adopted from
Lvetal., 2018.

Electrochemical recycling methods have
received low attention, although there is a potential
to be an efficient and elegant method to recover
metals from spent Li-ion batteries. Efforts have been
made to recover cobalt electrochemically from
LiCoO, batteries with relatively high current
efficiency and purity (Lupi & Pasquali, 2003)
(Garcia, et al., 2012). However, when Ni is present

89

as it is for most nowadays Li-ion batteries, Co and
Ni tend to codeposit (Lupi & Pasquali, 2003).

While assuming that the cost of the
electrochemical process will be dominated by the
price of electricity (~0.13$ kWh!), lithium recovery
price can be estimated as 40008 t! compared to 13
000$ t! market price. For MnO», recovery price can
be estimated 600$ t! compared to market price
1500-2500$ t!' (Benchmark mineral Intelligence,
2018). In both cases, 8V potential difference and
100% current efficiencies are assumed. Market
prices for Co and Ni are 55 000$ t' and 11000 $ t!
(Benchmark mineral Intelligence, 2018). Co and Ni
could be recovered wusing extraction and
electrochemical/ precipitation methods.

An electrochemical reactor is proposed to
recover metallic lithium and MnO, from spent Li-
ion batteries (Figure 2). Li" permeable membrane
will be implemented to allow cathodic recovery of
lithium. The objective of this study is to characterise
Mn?* oxidation process and electrodeposition of
MnO; in an environment simulating possible
conditions for the battery recovery process. It is
desired to study the potentials where oxidation
reaction takes place and characterise the deposit
obtained with electrodeposition.

Figure 2. Li and MnO, recovery reactor proposed by Geoff
Kelsall.

During the recent years, MnO; has received
attention with its potential uses in supercapacitors
well summarised by Weifeng, et al., 2011. Most
broadly, however, MnO, is used in primary
batteries. Efforts have been made also to deposit
MnO;, for its direct use for making cathodes for new
Li-ion batteries. Behboudi- Khiavi, et al., 2018.
were able to intercalate Li* into MnO during
electrodeposition and used the obtained material
directly to produce high performing Li-ion batteries.

Methods and Experimental

The strategy to characterise MnO, anodic
electrodeposition included 3 main components:
firstly, thermodynamic analysis and assessment of

the anodic  reactions, secondly, anodic
electrodeposition of MnO, and  thirdly,
characterisation of the obtained deposit.

Thermodynamic stabilities of Mn, Co and Ni were



assessed with Pourbaix diagram (Figure 3), which
is based on the thermodynamic data from (Bard, et
al., 1985).
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Figure 3. Pourbaix diagram of Mn, Co and Ni.

a(Mn)=a(Co)=a(Ni)=0.1.

Based on the Pourbaix diagram, pH 3 was
selected for the analysis allowing stability of Mn?*,
Co?, and Ni**. Furthermore, at pH 3, when
increasing the potential, MnO, would be the first
compound to deposit based on the thermodynamics.
Based on the most common current battery
chemistries and future predictions for cathode
chemistries, experiments were carried out with 3
different solutions summarised in Table 1.

Table 1. Solutions used during the experiments.

Solution Concentration/ M pH

Mn c¢(Mn(NO3),)= 0.1 3

Mn/Li c(Mn(NO3)2)=0.1 3
c(LiNO3)=0.1

Mn/Li/Co/Ni | ¢(Mn(NO3)2)= 0.1 3
¢(LiNO3)=0.1
c(Co(NO3)2)=0.1
C(Ni(NO3)2): 0.1

Blank c(Na2S04)=0.1 3

All chemicals were supplied by Alfa Aesar
with purity >98%. pH was adjusted using HNOs.
Electrochemical  reactor  with two  12ml
compartments separated by Nafion membrane was
used for the experiments (Figure 4). Ti and Pt
working electrodes were used for cyclic
voltammetry (CV) scans and only Pt electrode for
electrodeposit'i_(_)n. Pt coated Ti mesh was used as the

| Counler ]
| electrode electrode I

pla it pu -
| Relerence Working Mafion
membrane

| Electrode

Figure 4. Electrochemical reactor used for the experiments.
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counter electrode throughout all experiments.
Ag/AgCl/ sat. KCl (0.197 V vs SHE) was
implemented as the reference electrode.

Experiments involve two
electrochemical reactions:

Anode: Mn** + 2H,0 - MnO, + 4H* + 2e~ 1
Cathode:2H* + 2e~ —> H, 2

To investigate the deposition process,
cyclic voltammetry scans were performed. Titanium
and platinum electrodes were used to assess the
suitability of Ti electrode for electrodeposition.
0.5M Oxalic acid solution was used to remove TiO»
layer. The potential was scanned from -0.2V to 1.2
and 1.5V with respect to Ag/AgCl reference. Scan
rate 50 mV s*! was used. Pt electrode was picked as
the suitable one for electrodeposition and constant
potential 1.2V was applied for 10 hours. Obtained
deposit was washed with DI water and dried in a
vacuum oven for 24h at 40°C.

The deposit crystal structure was analysed
with X-ray diffraction (XRD) employing Cu Ka
radiation source and operated at 40kV and 20mA.
The surface morphology and deposit thickness were
analysed using scanning electron microscope
(SEM). Elemental analysis of the deposit was
carried out with energy-dispersive  x-ray
spectroscopy (EDS) recorded along with the SEM
image. Due to Li low energy characteristic radiation
and for more precise measurements, induced
coupled plasma coupled with a mass spectrometer
(ICP-MS) was used to detect the amount of elements
in the deposit as well as in anolyte and catholyte
after deposition. The standard for Li, Mn, Co, and
Ni was supplied by Sigma Aldrich.

main

Results

Different potentials were scanned on Ti electrode in
order to assess its suitability as an electrode for
anodic electrodeposition (Figure 5). The same
voltages were scanned for the Pt electrode (Figure
6). As the current densities were two orders of
magnitude larger for Pt than they were for titanium
electrode, it was decided to proceed with Pt
electrode for electrodeposition in order to obtain
enough deposit for further analysis.
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Figure 5. CV voltammogram for 0.1M Mn(NOs), solution at pH3
with Ti working electrode. Scan rate 50 mV s™'.
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Based on the voltammograms, constant
potential 1.2 V vs Ag/AgCl was picked as the
operating voltage for electrodeposition.
Electrodeposition was carried out for 10 hours to
obtain enough material for further analysis (Figure

7).

Total charge through the anode was 51.2C
for Mn/Li/Co/Ni, 53.8C for Mn/Li and 55.1C for Mn
experiment. When assuming 100% current
efficiency towards the formation of MnO,, around

;
;
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Figure 8. Current and potential during the electrodeposition of
MIlOz.

25mg deposit was obtained during each deposition.
The deposit was ground and analysed with XRD
(Figure 8).

Expected pattern for a- MnO; has plotted
along with the crystallograms to see if characteristic
peaks are present. The strongest characteristic peak
at 206~37° corresponding to (211) plane can be
observed. In general, it can be said that obtained
deposit is amorphous. SEM images of the ground
deposit were obtained (Figure 9). Deposit
thicknesses of 34pm for Mn, 36um for Mn/Li and
38um for Mn/Li/Co/Ni were measured.
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Figure 7. X-ray diffraction pattern for obtained deposits in the
presence of different metal ions.



Figure 9. SEM images of deposits. a-b) Mn c¢-d) Mn/Li e-f) Mn/Li/Co/Ni

Along with SEM images, energy-
dispersive x-ray spectrums were obtained. No traces
of other than oxygen and manganese were found in
any of the samples. Four different points for each
sample were analysed and the results are
summarised in Table 2.

Table 2 Molar ratio of oxygen and manganese detected
with EDS. SD- Standard deviation for molar %.

Sample | element | Average | SD | Mn: O
Mn Mn 36.2 5.0 1:1.76
O 63.8
Mn/Li Mn 50.8 10.2 | 1:0.97
O 49.2
Mn/Li/ Mn 35.8 6.8 1:1.79
Co/Ni O 64.2
z Mn ' Mn/Li ' Mn/Li/Co/Ni
3 | | N
. 5. _ . I h§ (]|
. ACI{AC ACIAC AC AC AC
Mn  Mn Li Mn Li Co Ni

Figure 10. Concentration change in anolyte (A) and catholyte (C)
during the electrodeposition.

After electrodeposition, a sample was
taken from both, anolyte and catholyte, and analysed
with ICP-MS (Figure 10). A green deposit was
observed on cathode after electrodeposition with
Ni?* and Co?" present indicating reduction of these
metal ions. Based on concentration change and total
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current during the electrodeposition, current
efficiency towards the formation of MnO, was

calculated and is summarised in Table 3.
Table 3. Current efficiency towards the formation of MnO,
during the electrodeposition.

Deposition Current efficiency
Mn 158%z+ 5.4%
Mn/Li 117%+ 5.4%
Mn/Li/Co/Ni 109%=+ 5.4%
Deposit obtained during the Mn/Li/Co/Ni

electrodeposition was dissolved in 2M HNOj; and
5% H»0; solution and analysed with ICP-MS. The
deposit contained 99.6% Mn and 0.3% Ni with
respect to total metal content in the sample.

Discussion

Due to the high price of platinum for
commercial applications, an initial attempt was
made to implement titanium as the working
electrode. Ti electrode was held in the oxalic acid
solution to remove TiO, by its reduction to soluble
Ti**. During the CV scans, high anodic current was
observed during the first scan (Figure 5).
Experiment was repeated with Ti electrode from
where TiO, layer was removed mechanically.
Similar anodic current was observed indicating fast
formation of TiO, layer when increasing the
potential. Due to formed TiO, layer created
resistance, the current densities observed were
relatively low: 0.1 mA cm? at 1.2V (Figure 5).
Relatively slow nucleation process for MnO; on Ti
electrode was also observed as when lowering the
potential, the anodic current dropped slower then it
increased with increasing potential. When lower
scan rates than 50 mV s! would have been used, the
crossing of increasing and decreasing current would
not have been observed. In order to use Ti as the
working electrode in the future, treatment of the



electrode is required to retain the electrode surface
conductivity.

In order to assess the current densities and
reaction mechanism without resistive passivating
layer present, Pt was used as the working electrode.
Blank scan without any of the transitional metal
present indicated offset current for oxygen evolution
to be 1.25V and O, reduced around 0.2V (Figure
6b). When scanning the solution with Mn?* present,
relatively chaotic behavior between 0.75-1V when
increasing the potential was observed (Figure 6a,
6¢, 6d). The main reason for this is the MnO;
formation mechanism from Mn?*, which includes
adsorption process and formation of Mn(lll) species
forming  various complexes  with  water
(Fleischmann, et al., 1962). Simplified reaction
mechanism could be described by following
consecutive reactions:

Mn?t - Mn3t +e” 3
Mn3*t + 2H,0 -» MnOOH + 3H* 4
MnOOH —» Mn0O, + H* + e~ 5

When the scan rate would be lowered, a smoother
curve would be expected in this region allowing the
total 2e~ transfer process to proceed smoother. A
mass transfer limit for Mn?* oxidation was reached
at 1.3V and at a current density of 5 mA cm?. At
1.4V, O; evolution started to become a significant
anodic reaction. When scanning down from 1.5V,
two peaks between 1.5V and 0.5V appeared,
corresponding to the reduction of MnOOH (1.1V)
and MnO, (0.9V). It must be noticed, that although
MnOOH is not thermodynamically favored
compound at this pH and potential, it forms as an
intermediate for MnO; formation. As the formation
mechanism for MnOOH is less complex than for
MnO; and involves only le~ transfer, the peak
separation is also smaller as is the overpotential
needed. When comparing total oxidation current for
the scan from -0.2V to 1.2V where O, evolution and
reduction contribution is small, total charge
transferred by oxidative current is 35% larger than
by reductive current. This means that Mn?'
oxidation and MnO; reduction are relatively
reversible and reduction of MnO> in the proposed
reactor can be possible.

During the electrodeposition, current
density decreased in time while the voltage was kept
constant. This is due to the low conductivity of
forming MnQO,, creating resistance. Based on the
deposit thickness and the resistance growth in the
system while assuming the conductivity of
electrolyte and membrane remained the same during
experiments, the resistance of amorphous mixture of
MnOOH and MnO is 2 * 10® Q cm (slightly higher
as literature values 105 * 10° Q cm obtained for y-
MnO; (Owen, et al., 2007). The lower conductivity
is observed due to the amorphous nature of the
deposit. High resistance means that if in future it is
desired to commercialise the process, deposit
conductivity has to be increased or higher potentials
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have to be applied meaning less selectivity towards
Mn?" oxidation process. Another approach could be
continuously removing the deposit from the
electrode.

XRD revealed the amorphous structure of
the deposit, having a slight presence of (211) plane
characteristic to a-MnO,. Similar amorphous MnO;
was obtained also by Ragupathy, et al., 2008. When
they obtained MnO, at 50 °C, the structure was
amorphous having same XRD pattern measured in
this study. When they heated the sample in air, a
well-defined a-MnO; structure was obtained when
heating the solid at 600°C for 3 hours. Oxidation of
MnOOH to MnO; in the air can be the main
contributor to well-defined crystal structure
formation as it makes the solid more uniform and
high temperature allows rearrangement of atoms in
the crystal structure. Therefore, with the correct heat
treatment of the obtained amorphous MnQOy, it would
be possible to obtain material directly for the usage
in new batteries.

SEM images were obtained simultaneously
with EDS spectrums. The deposit was crushed after
deposition and small plates were obtained (Figure
9). Depending on the future prospective usage of the
MnO.,, different size particles could be obtained with
well-defined thickness depending on
electrodeposition time. EDS spectrums did not
indicate any traces of any metal other than Mn for
all three deposits. However, there was a relatively
large variation in terms of the molar fraction of
oxygen and manganese varying from 1-1.8 with a
relatively high deviation between measurements.
This is due to non-isotropic nature of the sample and
in order to account it matrix corrections should be
implemented. However, EDS is a quick method for
the qualitative detection of metals present in a
sample.

ICP-MS analysis of the catholyte and
anolyte revealed the change of metal content in both
side of the membrane during the electrodeposition
compared to the initial solution. Based on Mn?"
concentration change and total charge transferred
during electrodeposition, current efficiencies were
calculated with respect to MnO, formation. In all
three cases, the efficiency exceeded 100% indicating
relatively large amount of Mn(lll) species like
MnOOH present while O, evolution is negligible at
1.2V. Dissolved deposit from Mn/Li/Co/Ni
experiment had Mn content larger than 99.5% in
terms of metals while also traces of Ni were present.
No traces of Co or Li were detected. This indicates
that Co and Ni coprecipitation is negligible at 1.2V.
No lithium intercalation was detected. In principle,
Li* could go through ion exchange process with
proton obtained by formation of MnO; precursor
MnOOH. Generally, Li* intercalation into the MnO,
crystal structure has been identified as an ion
exchange process in which protons in the surface,
vacancy, and groutite sites are successively replaced



by lithium ions (Behboudi-Khiavi, et al., 2017).
Behboudi et al. 2018 wused facile pulse
electrodeposition at 10 mA c¢cm which is order of
magnitude larger than in this study. In order to
achieve that high current density, potential had to be
at least 3V vs Ag/AgCl., probably even higher.
Facile pulsation may have enhanced Li* diffusion to
the surface and therefore intercalation was achieved.
In current study, [Li']/[Mn?*]= 3 for Mn/Li/Co/Ni
experiment, in their case Lipo7MnO, was obtained
with [Li*])/[Mn?*]=2 and Lip;sMnO> was obtained
with [Li*]/[Mn?*]=7. Catholyte and anolyte ICP-MS
results indicate depletion of Ni and Co. Visually, a
deposition on cathode side was observed indicating
reduction of Ni and Co in catholyte. This also
explains the decline in Co and Ni concentration. As
there was a very small amount of Ni and no traces of
Co present in final deposit, but large concentration
change is present in both anolyte and catholyte,
Nafion membrane is Co and Ni ion permeable. This
agrees with the literature (Marti-Calatayud, et al.,
2011). It must be noted that there is a competition
between different ions moving diffusing through the
membrane rising an uneven concentration of metal
ions in anolyte and catholyte. Change in lithium ion
concentration remains unclear at this point as no
traces of Li in anode deposit was detected. One
could argue that interaction with cathodically
deposited Co and Ni on the cathode may have
lowered the concentration. However, in order to
evaluate the hypothesis, analysis of the cathodic
deposit is required. For the proposed reactor, Li*
permeable membrane is proposed meaning that
cathodic reactions with Co and Ni become
impossible.

Conclusions

Series of experiments were carried out to
detect Mn®* oxidation properties. Due to fast
formation of TiO, passivating layer on working
electrode causing low current flow at desired
potentials, Pt electrode was implemented. Mass
transport limiting current of 5 mA c¢cm was detected
in 0.1M Mn?" solution. It was found that the Mn?*
oxidation is a relatively reversible process which
proceeds via Mn(lll) intermediate. This indicates
that electrochemical leaching of MnO, based
cathode material can be possible in principle. As a
result of electrodeposition, amorphous material was
obtained, what according to literature could be
converted into MnO, at high temperatures with well
defined crystal structure. Manganese content larger
than 99.5% with respect to other metals was detected
for electrodeposition with Co?", Ni**, and Li*
present. This indicates that when applying constant
potential 1.2V vs Ag/AgCl, MnO, can be selectively
deposited without co-deposition of Co or Ni and
without intercalation of Li into the deposit.

To broaden knowledge about the anodic
recovery process, it may be desired to investigate
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also higher potentials, allowing larger current
densities with smaller capital costs. Higher pH-s
might also offer interest as the lithium ion permeable
membrane may be unstable at low pH-s. To obtain
fully functioning reactor for electrochemical
recovery of metals from Li-ion batteries, it would be
desired to investigate MnO, reduction process to
leach battery cathode material into aqueous solution.
When whole reactor could be run, information about
operating potential and energy efficiency could be
obtained allowing economical comparison with
current technologies and potential for scale-up.
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Imaging Velocity Fields and Analysing Bubble Shape in
Yield-Stress Fluids
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Abstract

This research article aims to better understand the characteristics of bubbles rising in yield-stress fluids and to relate
this to the fluid behaviour induced by these bubbles. This was done by analysing bubbles rising in Carbopol gels in
a transparent column. Carbopol gels were used as they behave as a typical yield stress fluid and they are easy to
observe due to their transparent nature. Data was processed in MATLAB and subsequently the Reynolds, Bingham
and Bond numbers were calculated. No simple two dimensional relationship between any two of these numbers was
found. The fluid behaviour was studied using particle image velocimetry (PIV), a technique which allows the velocity
field of the fluid around the rising bubble to be visualised. These velocity fields were also generated on MATLAB using
the PIVlab application and estimates of the yielded region of the fluid caused by the motion of a rising bubble were
obtained by analysing displacement vector fields and strain rate fields. By averaging over an entire bubble rise video,
detailed and accurate velocity and strain rate fields were obtained.

1 Introduction

Many industrial sectors use yield-stress fluids in their
manufacturing process. From pharmaceuticals to food
to oil and gas, yield-stress fluids are ubiquitous in the
production of goods. During the manufacturing process,
bubbles can become embedded into these fluids. Bubbles
are undesirable in many commercial products as they can
encourage microbial growth, reduce the structural stabil-
ity of the products and can even cause cause spontaneous
ignition of energetic materials [1] [2]. However, bubbles
can also be desirable if a certain texture or appearance is
preferred [3].

It is important, especially for industry, to understand
the motion of bubbles in yield-stress materials and how
they affect the macroscopic properties of the surrounding
fluid so that the formation, retention, and removal of
bubbles can be controlled. This is particularly true in
yield-stress fluids where bubbles can be easily retained.
Yield-stress fluids are a special class of non-Newtonian
fluids that exhibit distinct characteristics that are useful
in a wide range of applications.

The control of bubbles is particularly important to the
cosmetics industry. For example, in lipsticks, bubbles
present in the mixture can cause a poor texture making
them unpleasant to use, as well as being more likely to
break [3]. The inclusion of bubbles in cosmetic products
serves mainly to change the texture by making the ma-
terials softer [4]. Additionally, bubbles might also make
cosmetic products less aesthetically appealing whilst also
inducing instability in the final product [1]. The factors
that affect the stability of these bubbles are not widely
understood.

As shown in Figure 1, bubbles present may be advan-
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Figure 1: Different quantities and sizes of bubbles can be de-
sired for various reasons. Possible applications are as follows.
a) transparent gel like cosmetics for aesthetic reasons. b) aer-
ated foods such as chocolate. c) generally undesirable due to
coarse texture. d) ice cream and mousse products.

tageous in some situations. As such, the behaviour of
bubbles in these fluids needs to be investigated further to
better understand their how they behave in specific appli-
cations. The velocity field and yielded region of the fluid
around the bubble are both important in understanding
how the bubbles affect fluid behaviour and vice versa.
These velocity fields were studied by Mougin et al.
who investigated the fluid dynamics in Carbopol gels
resulting from bubble motion through the fluid using par-



ticle image velocimetry (PIV). Through PIV, they found
that three zones exist as a consequence of bubble motion
through the fluid; one where the particles are displaced,
one where the particle distribution remains constant and
one where the fluid remains stationary [5]. Ortiz et al.
also imaged the velocity field when they looked at air, wa-
ter, and oil droplets rising through a viscoelastic medium
[6]. Similar studies were performed by Holenberg et al.
and Firouznia et al. who extensively studied the velocity
fields resulting from spherical particles moving under the
influence of gravity in yield-stress fluids [7] [8].

Some researchers investigated the bubble character-
istics rather than the fluid behaviour. Sirkoski et al. re-
searched the velocity and shape of rising air bubbles
through Carbopol ETD 2050. They examined how the
shape of the bubble is affected by the magnitude of
the yield stress and also attempted to understand the
role elasticity plays. Their studies showed that in fluids
with larger yield stresses bubbles have a larger length-to-
radius aspect ratio making them less round and closer
to an inverted teardrop shape. In addition, they found
that the rise velocity and the bubble radius share a linear
relationship [9].

More recently, Lopez et al. conducted a similar study,
but instead examined the competing effects of inertia
and elasticity on bubble shape by looking at the ratio of
Reynolds and Deborah numbers. Stronger inertial forces
were found to cause rounder bubble shapes [10].

Research has also been done on computationally sim-
ulating the yielded regions and velocity fields around
rising bubbles and falling spheres in these yield-stress flu-
ids. Tsamopoulos et al., and Singh and Denn, have both
looked at modelling rising bubbles through yield-stress
fluids, with both predicting an unyielded region near the
equator of the bubble [11] [12]. The inverted teardrop
shape seen in the experimental results was predicted in
the simulations of Lind and Phillips, however the nega-
tive wake from experiments was not predicted [13] [5]
[14].

These discrepancies between the experiments and
model predictions are due to many conventional approx-
imations made in fluid mechanics being no longer appli-
cable in a yield-stress fluid which makes numerical sim-
ulations more challenging. In addition, since the yield
surface is not known a priori simulating these phenomena
is substantially more difficult [15].

Taking the experimental results of Holenberg et al. [7],
Fraggedakis et al., created a computational model that
matched the experimental results of the velocity field
magnitude for a falling sphere [16]. However, the model
still differed on the prediction of the yield surface from
the experimental results.

In this study, we aim to relate the velocity field and
shape of a bubble rising through a yield stress fluid. This
will help in gaining a better understanding of the fluid
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dynamics and the major effects at play in the manufac-
turing processes. Ultimately this will aid in our ability to
manipulate these bubbles in practical applications and
therefore improve product quality and performance.

2 Theory

Flow curves and oscillatory tests were used to assess
the rheological properties of the fluids. These are usu-
ally measured by either manipulating the shear stress
applied and measuring the strain rate response or vice
versa. Various models have been used in literature to
fit experimental flow curve data. Amongst these is the
Herschel-Bulkley model which is used to describe the
flow curves of certain yield-stress fluids. This model has
been shown to accurately fit the flow curves of Carbopol
gels [17]. The Herschel-Bulkley model is given below:

€3]

In the above equation, 7 is the shear stress, 7 is the
yield stress, v is the strain rate, k is the consistency index
and n is the flow index. Due to the behaviour of yield-
stress fluids, bubbles may remain stationary when the
yield stress of the fluid is not matched (or exceeded) by
the forces exerted by the bubble as it rises [2].

Oscillatory shear tests on the other hand are used to de-
termine if a fluid exhibits elastic behaviour. The relative
values of the storage and loss moduli indicate whether the
fluid is capable of storing energy when strain is induced
which would give an indication of the fluid’s elastic char-
acteristics. When the storage modulus (G’) is larger than
the loss modulus (G”) the fluid retains its microstructure
and does not flow. When G” is larger than G’, the fluid
flows. The shear rate at which these two values intersect
is known as the flow point.

The shapes of bubbles in fluids can depend on a number
of fluid properties. Dimensionless numbers have been
used to describe the properties of these bubbles and can
therefore give a reasonable description of the bubble
shapes [5] [10].

In our analysis, these dimensionless numbers include
the Reynolds number, Re, the Bond number, Bo, and the
Bingham number, Bn. The following definitions were
used to calculate these quantities:

T=1,+ky"

VoR,
Re = 200eIS @
Me
P8R s>
Bo=—2_ (3)
(o2
T
Bn=—-— 4)
pgL

Where v, is the terminal rise velocity of the bubble,
p is the fluid density, g is the gravitational constant, 7,



is the effective fluid viscosity, o is the surface tension,
R,ss is the effective radius, L is the bubble length and
T, is the yield stress. The surface tension is taken to be
o = 63mNm™ as this was found in literature to be an
average value for Carbopol gels [18]. R, is defined as
follows:

Ryp = VW2L (5)

With W being the maximum width of the bubble. The
definition of these numbers are similar to that of Lopez et
al., however for the Bingham number we use the length
instead of R, ¢ [10]. This is because the Bingham number
is the ratio yield stress (proportional to the volume) and
the buoyancy (proportional to the surface area). As the
surface area in question is the cross sectional area, we
use the length of the bubble in our computation of the
Bingham number.

Each of the above numbers gives different insights into
the characteristics of bubbles in these fluids. The Bond
number compares the effects of buoyancy and surface
tension on the bubble. At small Bond numbers, the bub-
ble cannot deform from the spherical shape while at large
Bond numbers, the bubble more easily squeezes through
the fluid while adopting a more streamlined shape [11].
The Reynolds number compares the effects of inertia
and viscosity of the bubble moving through the fluid. At
low Reynolds number, the bubbles are nearly complete
oblate spheroids while at higher values (and lower viscos-
ity), the bubbles become a smaller segment of an oblate
spheroid [19]. The Bingham number compares the ef-
fects of yield stress to viscous stress. As the Bingham
number increases, the shape of the bubble becomes more
elongated and the yield surface around the bubble shifts
closer to the bubble, indicating that less fluid is deformed
as the Bingham number increases [11].

3 Method

Carbopol 980 NF gels (manufactured by Lubrizol) of var-
ious concentrations (0.1 wt%, 0.0875 wt% and 0.075
wt%) were the fluids used in this research due to them
exhibiting properties typical of yield-stress fluids [20].
Additionally, these fluids are transparent, easy to observe
and their properties are well known. These Carbopol
gels were prepared by mixing the appropriate measured
weight of Carbopol 980 NF powder with 550 ml of water.
The mixture was stirred using a high shear mixer for 30
minutes after which the solutions were neutralised using
50 ml of 37% sodium hydroxide solution in order to ob-
tain a mixture with as close to a neutral pH as possible.
After the neutralisation, the solution was left to mix using
a high shear impeller at a rotation velocity of approxi-
mately 850 — 2000 rpm for about 24 hours. A vacuum
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pump was subsequently used to remove bubbles present
in the fluid before the experiments were performed.

The rheological properties of the fluid were measured
using an Anton Paar MCR 302 rheometer. A cone and
plane geometry plate was used in the rheometer with a
cone angle of 1°. Sandpaper was used to prevent wall slip
by fixing it to the plates of the rheometer. Flow curves
and oscillatory tests were then performed.

A container of dimensions 41.76mm x 49.67mm x
300mm was constructed from four PMMA plates. These
plates were mounted on a 3D printed base (designed
on AutoCAD) to ensure the it was structurally sound. A
needle was inserted into the centre of the base for the
injection of bubbles. Superglue and silicone glue were
used to prevent leaks from the sides and base of the
apparatus and a syringe was connected to the needle via
a T-junction. A schematic of the experimental setup is
shown in Figure 2.

41.76 mim
- >

ELUAE {H3E

Coduamm Wedih

4% 6T mm

Figure 2: Schematic of the experimental setup which consisted
of the camera, a transparent container, a needle and a syringe.
The light source (not shown) varied between the two types
of experiments; a white monitor screen was used for bubble
behaviour experiments while a fibre optic light was used for
PIV experiments.

For bubble behaviour experiments, a white screen was
used behind the set up to provide homogeneous light
while a Nikon D5300 camera and a Tamron 90mm macro
f/2.8 lens were used to capture videos of the experiments.
In the experiments, bubbles were injected manually and
were filmed while rising. The fluid was stirred between
each experiment then allowed to rest for 3 minutes to
mitigate the effect of residual stresses [10].

The videos taken of the bubble rising were first con-
verted into images and then analysed on MATLAB. De-



tection of the bubble boundary and the speed at which it
moves through the fluid allowed numerous parameters,
including the aforementioned dimensionless numbers
listed, to be calculated.

The boundary of the bubble was detected and fitted to
the following ellipse equation:

w(y)=Wy“(h—y) (6)

Where w is the width of the bubble, y is the position
along the major axis in its local reference frame, W is
the maximum width of the bubble, h is the length of the
bubble, a the exponent governing the shape of the head,
and f3 the exponent governing the shape of the tail. This
equation is similar to that used by Sirkoski et al [9].

Visualisation of the velocity field and yielded region
was done using PIV. This technique involves homoge-
neously mixing tracer particles in the fluid then subse-
quently using a light source and camera to illuminate
these particles and simultaneously capture their move-
ment and position [21].

In our PIV experiments, 6.0 milligrams of Sphericel®
110P8 hollow glass microspheres were mixed into the
Carbopol gels using a high shear mixer then a vacuum
pump was used to remove residual bubbles. A fibre optic
light source was used to illuminate the PIV particles and
the same camera was used to capture the motion of the
bubbles injected as well as motion of the PIV particles.

The videos of PIV experiments were also converted to
images. These images were then processed on MATLAB
using an improved technique that changes the reference
frame of the video to one on the bubble which enabled
the tracking of particles. The PIVlab [22] application
on MATLAB was then used to split each image into a
grid-like array in which groups of particles were tracked.
Velocity fields were then generated between each pair of
images analysed which were then averaged throughout
the entire video to produce a mean velocity field.

More specific information on the data processing in
MATLAB can be found in the supplementary information.

4 Results and Discussion

4.1 Rheology of Fluids Used

Shear response and oscillatory tests were conducted on
each fluid used. The shear stress response of the fluid was
measured and the flow curves in Figure 3 were obtained.
This figure also shows the results of the frequency sweep
tests that collected data on the storage and loss moduli.
The averaged results from the rheological tests and
the parameters used to model the flow curves in the
Herschel-Bulkley model are summarised in Table 1.
Oscillatory tests were used to characterise the elastic
behaviour of the fluid. Figure 3 shows the resulting stress
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Table 1: Summarised results of rheological tests. Average
values were calculated for the Herschel-Bulkley parameters and
the storage and loss moduli for each of the Carbopol solutions
prepared.

Concentration T, n(-) k G’ G”
(Pa) (Pa) (Pa) (Pa)
0.1% 6.40 0.44 3.06 43.8 8.07
0.0875% 2.65 047 137 594 20.5
0.075% 1.02 047 1.09 9.63 2.71

response from an ascending imposed shear rate and a
descending imposed shear rate for each of the three Car-
bopol gel solutions used. The ascending and descending
tests all show slight discrepancies from each other which
indicate that the stress response is dependent on pre-
viously imposed shear rates. This dependency on the
previous state of the fluid indicates that the fluid exhibits
mild thixotropic behaviour. The presence of thixotropy
meant that the stresses in the fluid needed to be fully
relaxed in between experiments. A rest period of three
minutes was used between bubble injections to mitigate
this effect.

The plot of the storage and loss moduli against fre-
quency (Figure 3) show that the storage moduli lie above
the loss moduli in the linear regime of the frequency
sweep (which is the region where the fluid is not yet
flowing). This result is similar to that obtained by Lopez
etal. [10].

The results in Table 1 show that for an increase in
Carbopol concentration, the yield stress increases. This
is expected as the microstructure formed by the polymer
molecules becomes more tightly packed together as the
concentration increases since the Carbopol particles are
more compactly arranged upon interaction with water.

4.2 Bubble Behaviour Experiments

The dimensionless numbers in Figure 4 correspond to the
results published by Lopez et al. [10], where a similar
trend is observed for individual fluids but no master curve
exists to relate the numbers studied as functions of each
other. As there is no key link between the Reynolds,
Bond and Bingham numbers, it is clear that there are
other factors affecting how the bubble moves through
the fluid other than just the buoyancy, inertia, viscosity,
and yield stress.

All the experiments were conducted at low Reynolds
numbers; the largest of which was 1.29. The small values
of Reynolds number indicate that the inertial forces are
almost negligible compared to the viscous forces. From
this we can conclude that inertia does not significantly
affect the behaviour and shape of the bubbles in compar-
ison to the viscosity for the set of experiments conducted
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Figure 3: (a) The flow curves measured for each fluid experimented on, (b) the average storage and loss moduli estimated for
each fluid used using the range of characteristic strain rates of each fluid used.
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Figure 5: Tail exponent from the ellipse equation against the
Bond number for all the concentrations of Carbopol used.

in this research.

The relationship between the Bond number and the
shape of the bubble tail (through the tail exponent) is
shown in Figure 5. From the graph, we see that the tail
exponent can be expressed as a monotonic function of
the Bond number and that a master curve exists across
all the fluids used. The gradient appears to increase ini-
tially and subsequently decreases again, although more
experimental data would be needed to draw conclusions
about this.

Since the surface tension is constant in all three flu-
ids, the buoyancy is the key variable that changes in the
Bond number. Bubbles with larger volumes have larger
buoyancy forces and pointier bubble shapes are observed.
This is further illustrated in Figure 6 where we can see
that within the same fluid, bubbles with different vol-
umes have different Bond numbers and different shapes.
We can directly see the results of Figure 5; lower Bond
numbers mean a rounder shape.

4.3 Particle Image Velocimetry

After processing the results for the PIV experiments on
MATLAB, three main plots were obtained. These are the
mean velocity field plots, the before and after displace-
ment vector plots and the strain rate field plots, shown
in Figures 7, 8 and 9 respectively.

4.3.1 Velocity Fields

Through data processing of PIV videos we calculated
mean velocity field plots for each bubble rise experiment,
an example of which is seen in Figure 7. These plots had
several key features. This included phenomena like the
negative wake and stagnation zone behind the bubbles;
both features of which have been observed in yield stress
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Figure 6: Photos of two bubbles within the same fluid with 7,
= 6.40 Pa. The two bubbles have different volumes and Bond
numbers with the one on the right having a rounder shape.

fluids. Herrera-Velarde et al. observed negative wakes
while studying bubbles rising through a yield stress fluid
when the volume of the bubble was above some criti-
cal volume, and Holenberg et al. observed stagnation
zones behind falling spheres in Carbopol gels [14] [7].
At the sides of the bubbles, the fluid exhibited regions
of recirculation where the fluid moved from the top to
the bottom of the column. Similar zones of recirculation
were observed by Mougin et al. [5] and in the computa-
tional model of Lind and Phillips [13]. On these velocity
field plots, there were also regions far away from the
bubble with no apparent velocity. These regions were
especially important as the negligible velocity implied
that this particular region of the fluid had not been af-
fected by the motion of the bubble or had not yielded.
Characterising the size of the region that yielded due to
the motion of the bubble combined with inertial forces is
particularly important. To further investigate the extent
of this region, displacement vector fields and strain rate
fields were studied.

4.3.2 Displacement Fields

Figure 8 is an example of a typical before and after dis-
placement vector field which shows an estimate of the
extent of the yielded region of the fluid. The image is
rotated, with the top of the column being on the right
hand side of the image. Particles far away from the bub-
ble path have not moved significantly and are considered
unyielded. The resulting displacement fields are similar
to those published by Mougin et al. [5].

The transition region between the yielded and un-
yielded regions is difficult to estimate using this anal-
ysis. This is because the particles in the transition region
could have moved and returned to their original position
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Figure 7: Resultant mean velocity field caused by the motion of the bubble. The image is rotated, with the top of the column
being on the right hand side of the image. This was generated from PIV experiments by averaging through every frame of the
video of the bubble rising.
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Figure 8: Resultant before and after displacement vector field caused by the motion of the bubble. The image is rotated, with the
top of the column being on the right hand side of the image. This vector field shows the motion of particles between two images;
one taken before the bubble moves through the fluid and one taken after it has moved through the fluid.
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Figure 9: Resultant strain rate field caused by the motion of the bubble. Similar to the previous two figures, the image is rotated,
with the top of the column being on the right hand side of the image. The plot shows the radius plotted against the y,, component

of the strain rate tensor.

in before and after plots like this one. On these plots,
the particles would be characterised as unyielded even
though they have moved due to the fluid yielding. For
this region, Mougin et al. describe a yielded region where
the particle distribution remains the same which captures
the particles that have returned to their original positions
[5]. A more precise definition of the yielded region can be
obtained through comparison with the strain rate field.

4.3.3 Strain Rate Fields

The plots of the strain rate fields generated on MATLAB
and shown in Figure 9 indicate the regions of the fluid
that experience a tension or compression. Similar to the
before and after displacement vector field plots, this plot
gives an estimate of the extent of the yielded region of the
fluid caused by the inertia of the bubble. By examining
the 744 the size of the yielded region can be estimated.
This estimate can then be compared to the before and af-
ter displacement field to more precisely define the yielded
region using more statistics.

5 Conclusion

We have experimentally studied the behaviour and shapes
of bubbles rising in Carbopol gel. Through analysis of the
bubble rise experiments we have found no clear trend be-
tween the Reynolds, Bingham and Bond numbers. This in-
dicates that there are other significant parameters at play
other than the viscous stresses, buoyancy, yield stresses
and inertia, which influence the behaviour of the fluid.
Additionally, the tail exponent defined in the shape fit-
ting of the bubble was found to be a monotonic function
of the Bond number, and consequently the shape of the
bubble only depended on the Bond number.

Through particle image velocimetry combined with
analysis on MATLAB, velocity fields were measured
around bubbles rising through the Carbopol gels. These
velocity fields were found to contain classic characteris-
tics of yield stress fluids such as the stagnation region,
negative wake and regions of recirculation. An estimate
of the size of the yielded region around bubbles of var-
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ious sizes was determined using before and after dis-
placement fields and strain rate fields which were also
developed through analysis on MATLAB. The displace-
ment fields were found to match results obtained by other
researchers.

In order to better characterise the behaviour of these
bubbles and fluids, more dimensionless parameters
should be studied in order to better understand the major
effects at play. These possibly could include the effect
of elasticity and drag. A more rigorous definition of the
yielded region can be obtained in future works through
comparison of the strain rate fields and the before and
after displacement vector fields which will in turn help
to determine the yield surface.
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Technoeconomic Analysis: Modelling and Evaluating the Co-Electrolysis of CO2 and
H2O for Syngas Production

Dugald Fraser, George Savage
Department of Chemical Engineering, Imperial College London, U.K.

Abstract

An alternative route to syngas production for use in the methanol industry has been analysed. The primary
production method is currently steam reforming and this has been compared to the emerging technology of
H>O/CO; co-electrolysis. A quasi 2d model of a solid oxide electrolyser cell (SOEC) for the electrochemical
conversion of H,O and CO, was created using gPROMS software. The model used a potential balance,
incorporating Nernst potentials, activation overpotentials and the Ohmic overpotential to describe the
electrochemistry. Mass transfer was modelled by the Dusty Gas model and convection. The results of the model
were extracted for economic analysis. Based purely on economic viability, under current environmental legislation
in most countries, steam reforming is significantly more attractive, with a levelized lifetime cost totalling 38% of
that for co-electrolysis. When introducing other financial metrics, the co-electrolysis process performs relatively
better. Evaluating the social cost of carbon (SCC), considering the costs to the economy of CO; release, revealed
replacement of steam reforming with co-electrolysis could positively impact a country’s economy in the long
term. The savings from the mitigated CO, release are 45% higher than the lifetime costs for co-electrolysis for
the median country-level SCC. It has also been shown that the introduction of a realistic level of carbon tax,
£78/tCO», would make the co-electrolysis process financially favourable in the best-case performance scenario.

Introduction liquids, which can be stored and transported more
With increasing levels of atmospheric CO, causing easily than in vapour form [2].

adverse environmental effects, society has A potential liquid for this purpose is methanol, the
demanded a reduction in the release of CO, in simplest C; liquid product, which can easily be
industry. The main method of achieving this is produced from synthesis gas (syngas) [5], a mixture
reducing the amount of fossil fuel usage. However, of CO and H,. Fig. 1 shows a schematic of the
due to economic reasons, fossil fuel usage shows no possible uses of syngas, which mainly come from
sign of decreasing in the near future [1]. The producing methanol [6]. Methanol is a liquid that is
introduction of new extraction technologies, such as widely used in industry, mainly as a feedstock for
hydraulic fracturing (‘fracking’), to extract formaldehyde, MTBE, acetic acid and olefins which
unconventional resources such as shale gas further can be further processed to make hydrocarbons. It
reinforces this claim [2]. Carbon capture and storage also has potential uses in transport, due to its high
was proposed as a method to reduce CO, emissions octane number compared to petrol in internal
from fossil fuel combustion in power plants. combustion engines [7]. Market research has shown
However, this process does not provide a complete that the global demand for methanol is rapidly
solution due to its high investment costs, uncertainty increasing. This is largely due to China’s huge
about its storage capacity and the potential for increase in demand for methanol derivatives, mainly
leakage [3]. This led to the industry turning to carbon olefins. Demand is expected to increase from 49
capture and utilisation (CCU) to provide a solution million metric tonnes (MMT) in 2010 to 95 MMT in
by using CO; for industrial processes, as it can offset 2021 [8]. These factors make the process of
the costs for carbon capture and add value to the conversion to methanol more economically viable.

waste CO, produced from coal power plants [2].
Renewable energy sources provide an alternative

to fossil fuel usage. However, the two most . — T e e

promising sources of renewable energy, wind and Henan e

solar, pose a problem of intermittency due to

weather variations. This can lead to sudden increases oeie

in energy production, but can be such a large

increase that it exceeds the demand and causes . P
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power stations avoid this by varying the energy R ——
production of the plant to meet the varying demand

ofelectricity at different times of day. For renewable g T T i | Mrstennime
sources, storage of electrical energy is required to
solve this intermittency problem, however, large

scale storage of electrical energy has been proven to )
be difficult. A solution to this is converting the Unfortunately, the dominant process for syngas

electrical energy into chemical energy within product.ion today is steam ~reforming of natural gas
[5]. This process uses fossil fuels and leads to a net
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Fig. 1 [16] Schematic of possible uses for syngas.
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production of CO; caused by heating duties and by
the water gas shift reaction (WGSR), needed for
producing syngas with a higher H,:CO ratio [5]. The
focus of this study is to provide an economic
analysis on a CCU alternative to steam reforming of
natural gas for syngas production. The alternative
investigated is electrochemical reduction of CO-,
with the electrical supply coming from renewable
energy sources. The type of cell used extensively in
research for this type of electrolysis, is the solid
oxide electrolyser cell (SOEC).

Background

Modelling of Co-Electrolysis

The use of co-electrolysis of CO; and H,O was first
investigated in the 1960s as a method for O»
production [9], as the produced oxide ions from the
electrolysis of CO; and H,O can combine to produce
an oxygen molecule. This would have been a useful
application in conditions of low oxygen availability,
such as spacecrafts and submarines. However, it was
not until recently that this process was investigated
for applications in CCU.

Hankin et al [10] investigated methanol and
dimethyl ether (DME) production from carbon
dioxide and water. Their studies involved analysing
four different processes for methanol/DME
production, that were: methanol synthesis, direct
DME synthesis from syngas, and two step DME
synthesis with methanol as an intermediate, with and
without recycle of unconverted syngas. The
processes were analysed in terms of energy
efficiency and CO, emissions. The direct DME
synthesis process was found to have the highest
energy efficiency with the lowest carbon emissions.
However, it was stated that DME synthesis in
industry still mainly takes place in a two-step
process with methanol as an intermediate. Our study
therefore was chosen to be based on methanol
production. Their investigation also came to the
conclusion that CO, can be utilised directly to
produce DME, however conversion of CO; to CO is
necessary for methanol production. In terms of the
correct H»:CO ratio of syngas for methanol
production, a ratio of 2, in line with the
stoichiometric ratio, was found to be the most
effective. Finally, high temperature co-electrolysis
of HO and CO, was identified as the best
technology for CO based syngas production in terms
of energy efficiency and CO; conversion, hence this
study is based on this technology.

Among the first investigators of co-electrolysis
were Fu et al. [11], who carried out a techno-
economic analysis on high temperature CO»/H,O
co-electrolysis using a SOEC. Their approach to
modelling of the process was estimating the outlet
flows of CO and H, from the stoichiometric
coefficients of each reactant and product. Their
study showed the benefit of conducting the
electrolysis process at high temperature, as higher
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temperatures reduce the electricity demand due to
increased electrolyser conductivity and heating
duties being much cheaper than electrical energy
[10]. It also showed the benefits of conducting co-
electrolysis as opposed to electrolysis of H,O and
CO; separately, stating that co-electrolysis of H,O
and CO» together provide benefits of increased CO»
reduction due to the WGSR. CO, reduction on its
own also adds a risk of carbon deposition on the
cathode, reducing its efficiency. Another reason for
using co-electrolysis is that the widely utilised Ni
catalyst, used for the cathode, performs worse with
CO; than with H»O, so electrolysing a mixture of
H,0 and CO would increase the performance of the
process[11]. For their economic analysis, they based
their parameters on current data of solid oxide fuel
cell (SOFC) technology. This study, however, only
modelled the conversions of H;O and COy, it did not
investigate how different phenomena, such as the
rate of WGSR, would affect the outlet syngas
production.

Menon et al [12] modelled the CO»/H,O co-
electrolysis process with more consideration of the
physical phenomena occurring inside the SOEC.
The model included mass transfer of the components
through the cathode and electrochemistry to
describe the charge transfer occurring between the
components. For the electrochemistry, a potential
balance was formulated considering the cell
overpotentials that occur during operation. Charge
transfer was only modelled at the triple-phase
boundary of the electro-catalyst, electrolyte and gas
phase, not throughout the entire electrode utilisation
region. The potential balance involves the Nernst
potentials for the reversible cell voltage and the
Butler-Volmer equations for the activation
overpotentials. Mass transport in the electro-catalyst
was modelled using multi-component diffusion in
one dimension along the electro-catalyst depth with
WGSR. The dusty gas model (DGM) was used for
this, as this model describes the required mass
transport well [13].

Menon et al. [14] later investigated the use of
SOECs again for H,O and CO, electrolysis. The
same concepts for electrochemistry were used and
the variation of component molar fluxes inside the
cathode pores were again modelled by the DGM.
However, this time, a quasi 2d model was
implemented to include a gas flow channel above the
cathode. The channel was only modelled in 1
dimension along its length, thus neglecting changes
in concentration along the height and width
dimensions. The channel height was also modelled
to be small enough that plug flow occurs in the
channel. The investigation showed the importance
of selection of the inlet gas velocity, stating that a
velocity too low would decrease the amount of
reactant available at the -electrolyte interface,
however a velocity too high would lead to



accumulation of unreacted gas, as the gas
consumption is limited by the cell voltage.

Ni et al. [15] also modelled a SOEC using a
potential balance for the electrochemistry and the
DGM for diffusion. Common occurrences in
previous models are potential balances with the
Nernst, activation and Ohmic overpotentials to
model the cell irreversibilities, required cell voltage
and current density values. Using the DGM for mass
transfer also occurred frequently. The model
produced by Ni et al includes all of these
components, therefore it was used as a basis for the
model in this study. Previous work of modelling a
SOEC had a purpose of investigating different
operating conditions on the output of the cell
However, little investigation has been carried out on
extending a detailed model including different
physical phenomena to an economic analysis on the
cell to investigate the cell feasibility. This is
therefore the focus of this paper.

Economic Analysis

SOEC co-electrolysis technology has not yet been
fully commercialised so there is little data on the
costs involved with its implementation. However, a
number of smaller and pilot scale CO> to methanol
facilities exist using H, obtained through water
electrolysis [16]. One of the largest in operation is
the George Olah CO» to renewable methanol plant in
Iceland. With a capacity of 50,000 litres a year, it
cost £6.2M. This production rate is 3 orders of
magnitude smaller than standard commercial scale
renewable methanol facilities planned across
Europe, so economic data may not completely align
[17]. Fortunately, a large amount of costing data is
available for solid oxide fuel cells (SOFCs). These
operate in the reverse manner to a SOEC, producing
electricity through the oxidation of fuels [18]. They
share largely the same structure and -catalyst
materials so can be produced at a similar cost.

The cost of raw materials must also be considered
under the economics of the plant. Water can be
sourced readily and at negligible cost, however CO»
must be obtained from dilute sources, generally flue
gas. Carbon capture technology is relatively further
developed than that of the SOEC. The world’s
largest carbon capture facility came online at the
240MW, W.A. Parish Generating Station in 2018
[19]. This technology clearly has the scope for
expansion and has been examined in the context of
co-electrolysis previously [20].

The main motivation for switching to co-
electrolysis technology, aside from potential
economic benefits, is CO;, emission reduction. The
CO; captured for processing would otherwise be
emitted into the atmosphere. The global methanol
demand can be used to quantify the potential for CO,
reduction through the implementation of this
technology. Reduction in emissions could result in
financial gain. Many countries are introducing
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carbon taxation and carbon trading schemes [21]. It
is also possible to quantify a social cost of carbon
(SCC) which is evaluated as the economic damages
from CO; emissions [22].

Methods

Process Overview

Fig. 2 shows a schematic of the process. At the
cathode end, H,O and CO, flow in through the gas
flow channel located above the cathode catalyst bed.
Some of the H,O and CO, then flow through the
catalyst pores from the cathode surface (y=0) to the
electrolyte (y=d.), where they are both reduced to H,
and CO, shown by equations (1) and (2). The WGSR
also occurs inside the cathode catalyst pores, with

the equilibrium reaction shown by equation
A3).
H,0 +2e~ - H,+ 0% €Y
CO, +2e™ > CO+ 0% (2)
H,0 + CO = H, + CO, 3)
L L |
| |
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Fig. 2 Schematic of the overall process. Where N, is the molar
flux of component i in the z direction inside the flow channel of
the cathode, c. Nyc, is the molar flux of component i in the y
direction inside the electrode of the cathode. a is the anode. e is
the electrolyte. d is the thickness of the electrode/electrolyte. h is
the height of the gas flow channel.

These newly formed molecules then flow up the
pores back to the gas flow channel. The O* ions
produced in the process then move through the
electrolyte to the anode, where they are oxidised to
form an oxygen molecule, shown by equation (4).
This oxygen molecule flows through the anode
catalyst pores to the anode gas flow channel.

20?7 > 0, + 4e” (4)

This study involved modelling the SOEC to
determine the cell dimensions and current density
values required for a certain syngas production rate.
Also, to determine a specific feed composition for
the desired H,:CO ratio of 2 for methanol
production. Due to its suitability for process
simulation and for dynamic models with numerous
variables and interlinked equations, gPROMS was
chosen to model the process.



Electrochemistry
To model the electrochemistry of the process, a
potential balance was used, shown by equation (5)

[15].
V=E+ Nactci T Nact,a T Normic 5)

Where V' is the applied cell potential. There are
two electrolysis reactions occurring, one for CO»
and one for H>O, therefore there is a potential
balance for both reactions. This is represented by the
i term indicating the H, or CO reaction. The applied
potential difference must be satisfied for both
reactions as it is an inherent property of the electrons
within the cell (i.e. Vix=Vco).

The E term in equation (5) represents the Nernst
potential of each reaction, occurring due to
concentration differences between the bulk gas and
at the cathode-electrolyte interface, shown by
equations (6) and (7) [15].

_ 1-
RT |P} (P} )?
EHZ = EI(-)IZ +ﬁln —ZPI_II 02 (6)
2
- ( )l__
RT |Plo(P,)?
Eco = EQ +o—1In [£2- %22 )
co co 2F PC{OZ

The E°® term, which represents the Nernst
potential under standard conditions, can be
calculated from thermodynamics. However, in this
model it is approximated by a linear relationship
with temperature, used from experimental data at
600K and 1200K, shown by equations (8) and (9)
[15].

Egz = 1.253 - 0.00024516T (8)

Eo = 1.46713 — 0.0004527T )

Plrepresents the partial pressure of component i at
the interface, /. It is important to note that the oxygen
partial pressure at the interface remains constant due
to air being in excess in the anode flow channel.
Next, there are the activation overpotentials, 1,¢,
required for electron transfer between the electrode
and analyte, shown by equations (10) and (11) [15].
This was modelled by the linearised Butler-Volmer
equations, linearised due to previous
experimentation  showing  that  activation
overpotential varies linearly with current density
[15].

RTJ;
Nact,ic = F]l(l) (10)
RT],
Nact,0,,0 = 4F]82 (11)
Jo, =Ju, tco (12)

Where i, again, represents H, or CO. ¢ is the cathode
and « is the anode. J; represents the current density
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of H or CO production. J? is the exchange current
density and F is Faraday’s constant. The current in
the anode side, Jo,, which is the oxygen current
density, is equal to the sum of the current densities
of the two reactions, due to oxygen being formed by
the electrochemical reactions of both H,O and CO,,
this is shown by equation (12).

Finally, there is the Ohmic overpotential, 1ynmic,
due to the electric resistance of the electrolyte.
Equation (13) represents this term [15].

10300
Nohmic = 2.99 X 107° ], L exp (T) (13)
Where L is the electrolyte thickness.

Mass Transfer

H,0 and CO2 enter the cathode and are consumed at
the electrolyte interface. The movement of these
components to the interface was modelled by multi-
component, 1 dimensional diffusion through a
porous material with reaction. The DGM was
therefore used, shown by equations 14 and 15[15].

e d(y,P)  dN;

R; 14
RT ot 4y T 14
n
N; y;iN; — yiN; P dy;
L VST
eff eff
Dy 57« Dy Re dy

The reaction diffusion equation shown by (14) for
each component along the cathode depth is used to
model  diffusion and  WGSR  occurring
simultaneously. Where N; is the molar flux of
component i, R; is the rate of production of
component i in the WGSR, ¢ is the cathode porosity,
R is the molar gas constant, 7 is the temperature, y;
is the mole fraction of component i, y is the
distribution domain along the cathode thickness and
P is the pressure. Equation (15) represents the multi-

component part of the diffusion model. Df £f is the
effective Knudsen diffusion coefficient
component i and ijf Tis the effective binary

for

diffusion coefficient of components i and ;.
The rate of WGSR, R;, is given by the kinetic
equation (16).

Py, Pco
Ryesr = kg (PHZOPCO - —;( 2 (16)
ps

The boundary conditions for the flux at the
cathode-electrolyte interface, dc, are shown by
equations (17) and (18), relating the flux of each
component to the current densities, therefore
relating the mass transfer component of the model to
the electrochemistry component [15].

Ju Ju

NH2|y=dc = _2_;.'NH20|y=dc = 2_;. (17)
]CO ]CO

NCO|y=dc = _F'Ncozly:dc = 2F (18)



Where y is the distribution domain along the cathode
thickness.

As the oxygen mole fraction at the anode was
modelled to be constant, no mass transfer model was
implemented for the anode.

All parameters and variables used in the model
and the equations needed to calculate the diffusion
coefficients and WGSR rate constants can be found
in Ni’s paper [15].

Quasi 2D Model

To minimise the gas separator cost, most of the CO,
needs to be converted within the electrolyser. It is
unreasonable to assume this can be achieved with 1d
flow, as this would mean the cell must work in batch
operation. The 1d model must be converted to a
quasi 2d model by incorporating the gas flow
channel above the electrodes. This conversion is to
find the required length of the SOEC for a set syngas
production rate at a certain composition. The
complete schematic including the gas flow channels
is shown in fig. 2. The movement of gas between the
porous electrode and the flow channel is modelled
by convection. This can be justified by the Péclet
number calculated to have a value of 2020, meaning
that mass transport by convection dominates over
diffusion.

As there is no catalyst in the channel, the rate of
WGSR is assumed to be zero. The narrow channel
height and relatively fast flow speeds lead to poor
longitudinal mixing so plug flow is assumed to
occur, with no mixing in the z direction and full
mixing in the y direction as a first approximation.

aCf’i(t, Z) ‘h BNZ‘C,i(t, Z) _
at 0z

The differential equation (19) was derived to
describe the movement of gas from the porous bed
to the flow channel. It was derived from a mass
balance on an infinitesimal control volume inside
the gas channel. Where Cr; represents the
concentration of component i in the gas flow
channel. All other variables are explained in the
caption for fig. 2. It has also been assumed that the
anode does not provide limitation to cathode
reactions. This is because air can be provided in
excess to remove the oxygen so there will be little
increase in oxygen concentration along the length of
the anode channel. This assumption is backed up by
previous studies [23].

Operating Conditions

A degree of freedom analysis on the 1d system
required the specification of 3 operating conditions.
The pressures in the diffusion equations are
modelled as constant due to the WGSR resulting in
no net change in number of moles. Ambient pressure
is used, as the effect of pressure on performance is
not enough to justify the additional costs incurred by
changing it.

=—N,.;(t,z,y =0) (19)
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Due to heat energy being cheap and electrolyte
performance increasing at high temperature [11],
isothermal high temperature operation was
implemented. 1073K was chosen to be consistent
with Ni’s model[15].

Every investigation reviewed for the process used
a constant voltage close to 1V, so the cell voltage
was set to 1.3V, again making it consistent to Ni’s
model [15].

Two further degrees of freedom occur in the
channel, leading to the decision to set the gas
velocity and the channel height. The gas velocity
was set to 1 ms™ to make it consistent to the order of
magnitude found in previous work [14].

The channel height was set to 0.01 m, again
making it consistent to the order of magnitude of
previous work. It was also chosen as a compromise
between increasing the electrode area exposed to the
gas by decreasing the height, and lowering the gas
flow rate by increasing the height. Both factors
increase the gas conversion.

Economic methods
A base case scenario must be created to compare co-
electrolysis to traditional syngas production
methods. The co-electrolysis process plant must be
located close to a plentiful source of carbon dioxide.
Currently, captured CO; from other facilities
provides the most viable source for this, with the
burning of fossil fuels for energy production
contributing over half of global CO2 emissions [24].
A 500MW power station is intermediate in size
and facilities of this capacity can be found all over
the world, therefore this size has been chosen as the
CO; source under analysis. [25] This has been
compared to a similarly sized existing steam
reforming facility [26]. The associated costs have
been explained below.

Operating costs

Electricity: The electrical energy driving the
reaction provides the greatest contribution towards
the operating costs. The model outputs of current
density and SOEC area allow an estimate for the
electrical energy consumption via (20).

_VA(co +Jn,)

EElectrical - (20)
&

Where V is the applied voltage, A is the surface
area, J is the current density and & is the faradaic
efficiency. The faradaic efficiency is assumed to be
100% as any other electrochemical reactions occur
at a negligible rate [20].



The cost for this electrical energy was estimated
using the price of renewable electricity. Currently,
onshore wind is the cheapest form of renewable
energy with a levelized cost of £22.7/MWh [27]. If
the process is to be considered worthwhile, the plant
must be built in conjunction with a renewable energy
facility and either directly utilise the energy
produced or drawing it from the national grid. If this
were not the case, fuel would be burned to produce
electricity and carbon dioxide, then the electrolysis
would just be directly reversing this process.

Separation: Separation costs are assumed to be
negligible in comparison to electrical costs. Carbon
dioxide can be reduced to minimal quantities in the
SOEC output stream which means only separation
of water is required. This can inexpensively be done
through flash separation [20].

Maintenance: A maintenance cost of 3.2% SOEC
and carbon capture capital cost has been applied
based on previous studies of electrolysis [27].

Capital Costs

Carbon Capture: Literature values for the cost of
converting a coal fired power station to incorporate
carbon capture were used. They were specific to a
500MW power station [20].

SOEC Cell: The quasi 2d model in gPROMS was
used to calculate the required SOEC area and the
value for cost per unit area of £1350/m> was
estimated from previous studies who based their
costing on SOFC technology [11]. The value of the
membrane was then scaled up using a cost factor of
0.4 for the equipment cost relative to full plant
capital cost [28].

Key Performance Metrics

Lifetime cost of the plant was chosen as the key
performance metric. This is the net present cost of
the plant over its assumed lifetime of 20 years,
divided by the amount of syngas produced during
this period. The gPROMS model was used to find
the production rate of syngas.

Environmental performance can be incorporated
into the costs by considering the SCC. A median
country-level SCC of £325/tCO, was chosen. [29]
This was multiplied by the CO, consumption rate of
co-electrolysis. The CO, formed through heating
requirements in both processes was considered
negligible since it is small relative to electrolytic
consumption and similar for both processes. The
calculated SCC was then added to the steam
reforming costs to allow comparison to co-
electrolysis.

Results

1D Model

The molar flux results of the 1d model along the
cathode depth are shown in fig. 3. These results are
for an inlet composition of H>:CO2:H,0:CO as
0.067:0.25:0.65:0.033. The mole fraction values
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were chosen based on Fu et. Al[11] using an inlet
gas composition of 90% H,O and CO; and 10% H»
and CO. The ratio of H, to CO is chosen to be 2:1
because it is modelled to come from a recycle
stream, while the ratio of H>O to CO» was chosen as
an initial estimate, considering the required outlet
H,:CO ratio.

Component Fluxes Inside Cathode
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fig. 3 Molar flux of each component inside the cathode catalyst
pores.

One can observe that the molar flux of H,O is
decreasing along the cathode thickness, however,
the H, flux is increasing in magnitude from the
electrolyte interface (cathode thickness = 0.5mm) to
the cathode surface (cathode thickness = 0mm). The
opposite is true for the CO, and CO flux.
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fig. 4 WGSR inside the cathode catalyst pores.
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fig. 5 Mole fraction of each component inside the cathode
catalyst pores.

Fig. 4 shows the variation of the rate of the water
gas reaction with cathode thickness.



The rate is positive throughout the cathode
thickness due to the high H,O mole fraction.

The variation of mole fraction with cathode
thickness due to multi-component diffusion can be
seen in fig. 5.

The graph shows that the H,O mole fraction has a
larger variation with cathode thickness than that for
COa.

Quasi 2D Model
Fig. 6 shows the results of extending the 1d model
to the gas flow channel to find the SOEC length and
the required inlet composition (at SOEC length = 0).
It gives the mole fraction in the gas flow channel of
each component. The trend would be identical for
the fluxes in the channel due to the perfect mixing
assumption.

Gas Channel Mole Fraction vs SOEC Length
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fig. 6 Mole fraction of components in the cathode gas flow
channel as a function of the channel length.

After multiple trials with different inlet
compositions and lengths, the required SOEC length
was 3.5m and an inlet composition of a H,O:CO, of
2:1 was found to give a desirable outlet composition
of H»:CO of 2.16. The outlet mole fraction of CO; is
0.115. However, this is consistent with industry
standards of syngas having a CO, mole fraction
between 5% and 15% [30].

The H,O can be removed cheaply via flash
separation [20]. Once removed, the CO, mole
fraction increases to 15%, therefore still within
range.

Economic and Environmental Performance

(Fig. 7) displays the results obtained from the
economic analysis. It compares the constituent price
components for various co-electrolysis and steam
reforming situations. A best and worst case scenario
has been devised for the purpose of sensitivity
analysis, taking into account the economic factors
that will influence the capital and operating costs of
the process the most.

Base Case: Parameters and variables used were
those described in the methods section.

Best Case: Operating cost has been reduced by
assuming a continued year on year decrease of
renewable energy prices of 12.2%, in line with the
reduction of 69% over the past 9 years [27] The
capital expenditure is lower since a best case SOEC
cell cost of £450/m? has been used. [11]
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Worst Case: The worst case scenario takes into

account the possible over-prediction of efficiency of
the cell by adding an additional 20% to the applied
voltage. This will increase the energy requirement,
and consequentially the operating cost. It also uses
the upper limit for cell cost per unit area of
£4500/m?, increasing capital cost. [11]
The results also display the effects of carbon
taxation and the SCC on the relative performance of
steam reforming. With carbon taxing, the economic
performance of  co-electrolysis becomes
significantly more attractive, with the best case
scenario becoming cheaper than steam reforming.
Furthermore, when the SCC is considered, co-
electrolysis is around half the cost of steam
reforming. This shows that beyond purely financial
metrics, there is scope for consideration of the new
technology.

Discussion

SOEC Model

Fig. 3 can be explained by fig. 4 showing a constant
positive WGSR rate. If this is the case, H,O is being
consumed to produce H, and CO is being consumed
to produce CO,. These results are consistent with
Ni’s study[11].

In fig. 4, the WGSR rate is initially increasing
from 8.79 mol.m3.s"' to 16.84 molm?.s! at 0.35
mm. After this point, the rate decreases to 2.49
mol.m>.s! at 5 mm. This is due to the variations in
mole fraction shown by fig. 5. This graph shows the
mole fractions of H>O and CO; decreasing from the
cathode surface to the electrolyte interface. This is
because H,O and CO, enter at the cathode surface
and diffuse across to the electrolyte interface. The
reverse is true for H, and CO, which are formed at
the electrolyte interface and diffuse to the cathode
surface.

The difference between the product of the H,O
and CO mole fractions and that of the CO» and H»
mole fractions is increasing, until at 0.35 mm where
it starts to decrease. This is caused by the initial mole
fraction of H,O being much larger than the other
components, making the product with CO
consistently higher, the effect of this on the kinetic
WGSR rate can be seen by (16), where a higher
amount of reactants favours the forward reaction.
Fig. 5 also shows that the variation of the H,O mole
fraction is larger than CO; along the cathode
thickness, this is due to H,O being a lighter
component, therefore diffusing faster. This is again
consistent with Ni’s study [15].

Positive WGSR rates lead to the inlet to the SOEC
being favoured to have a high H,O mole fraction.
For the desired 2:1 ratio of the outlet syngas, the
magnitude of the flux of H, entering the gas flow
channel from the cathode surface needs to be larger
than that for CO. A positive WGSR would lead to
H, formation and therefore a higher H, flux.
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Fig 7. Comparison of lifetime plant costs for different scenarios of operation for co-electrolysis and steam reforming plants.

Fig. 6 represents this, as the increase in the mole
fraction of H» is larger than that for CO. Notice how
the gradient of each curve decreases in magnitude
along the SOEC length. This is because as the mole
fraction of CO;, and H,O at the cathode surface
decreases with SOEC length, the Nernst potential,
(6) and (7), increases, due to the mole fractions of
H; and CO being larger at the electrolyte interface
and the CO; and H,O concentrations varying more
between the bulk gas and the electrolyte surface.
From the potential balance (5), this would decrease
the activation overpotential, and therefore current
density for both reactions. From the boundary
conditions (17) and (18), this lowers the molar flux
of each component throughout the cathode
thickness, reducing the gradient of the channel molar
fluxes, shown by equation (19).

Economic Analysis

The economic analysis falls strongly in favour of
steam reforming as the preferred technology for
syngas production. Therefore, from a purely
business perspective it makes the most sense to
invest in this technology to meet the growing market
demand for methanol. The capital costs for the co-
electrolysis process are comparable to that of steam
reforming, however, 64% of the technology’s
lifetime cost is contributed by the operating cost.
Under this investigation’s assumptions, this is
mainly from the cost of electricity. The base case
scenario uses the most optimistic renewable
electricity prices, coming from onshore wind farms.
Renewable energy output varies significantly with
time and location, so the electrical energy costs
incurred are likely to be even higher. That being
said, the levelised cost of renewable energy is falling
sharply, which would significantly improve the
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economic performance of the technology, proven by
the decrease in operating costs shown in the best
case scenario analysis.

The SOEC model itself also uses optimistic
design assumptions. Although the electrochemistry,
mass transfer and reaction models within the
cathode catalyst bed have been shown previously to
correlate well with previous experimental work [15],
there is significantly less data available for the quasi
2d flow model. The assumption of perfect mixing in
the yp direction is too simplistic since the
calculated Reynolds number of 69.3 reveals that the
air will be flowing in a laminar regime. With less
than ideal mixing, there will be a higher
concentration of reaction products and a lower
concentration of reactants in the cathode bed and
electrolyte surface. This will lead to a reduction in
conversion, increasing the length of reactor required
and the potential difference needed to drive the
reaction. Hence, there will be negative implications
on both the capital and operating costs.

Environmental consideration

Fortunately, global awareness of the issues caused
by CO; emissions is improving. The implications of
climate change on the environment and also the
economy is becoming increasingly well understood.
Studies on its precise effects on the economy have
allowed for the SCC to be quantified. This means
this study has been able to compare steam reforming
to co-electrolysis using its effects on a country’s
economy as a whole. The economic analysis results
have shown that there are significant benefits in
using co-electrolysis. Interestingly, the countries
which have the highest SCC correlate well to those
who’s methanol demand is highest. Central and
northeast Asia have amongst the highest SCC values



and account for around 2/3 of the global methanol
demand, driven by their methanol to olefins state
mandate and increasing petrol blending [31] [22].
These countries also have the greatest increase in
coal fired power capacity [25]. With a significant
number of new stations planned and under
construction, it would be advisable for them to
invest in the integration of co-electrolysis to
methanol technology.

Many governments are now more accepting of the
idea of putting a cost on carbon and are introducing
carbon taxes. These come in many forms including
subsidy schemes and carbon trading [21]. The exact
cost of CO, emissions can be highly variable, but an
optimistic value of £78/tCO; has been used for the
case of adding carbon tax. This has had drastic
implications on the financial viability of the process.
It is clear that taking the economic climate change
implications into consideration, co-electrolysis is
significantly more appealing and even more so when
ethical, environmental reasons are added too.

Recommendations for Future Work

To resolve the modelling issues associated the low
Reynolds number compromising the perfect mixing
assumption, an improved model would incorporate
fluid dynamics. Previous studies have used
computational fluid dynamics (CFD) [32] to model
concentration variation in 2 dimensions, which can
be applied to this model.

Another potential area of research can be
investigating different CO, to syngas methods to
find an optimum process in terms of economics. For
example, a process that does not electrolyse CO, but
converts it via the WGSR, while producing
hydrogen by electrolysis could decrease the
operating cost of the process, which is the major
component of the overall cost, shown by fig. 7.

In this report, the economic analysis has been
based on global averages. Further research could be
conducted to identify target locations to implement
the technology. Using location specific costing,
energy prices, renewable energy capability and
emissions legislation would give a better idea of the
viability of co-electrolysis.

Future studies could also extend the downstream
extent of the research, incorporating the costs for
methanol production and determining profitability
by including methanol demand and sale price. The
extent of the higher cost of syngas production may
not affect the cost of methanol as much when the
entire production sequence is considered.

Conclusion

The analysis on a CCU alternative to syngas
production for use in the methanol industry has been
carried out. The CCU alternative investigated is
electrochemical conversion of CO, and H,O using a
SOEC. Co-electrolysis of CO, and H,O together has
previously been shown to improve the efficiency of
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the process, therefore modelling of the SOEC has
used this. For the 1d electrochemical and mass
transfer model inside the catalyst pores, Ni’s
investigation [32] was used as a basis, which was
then extended to a quasi 2d PFR model to include
the gas flow channel above the catalyst pores.
gPROMS software was used to implement the quasi
2d model of the SOEC, with the results of cell
dimensions, electrical energy requirements and
syngas production rate being used for economic
analysis.

The economic analysis involved comparing the
lifetime costs of a syngas production plant using the
modelled SOEC technology to one using steam
reforming, the dominant production method today.
The environmental impacts of both processes were
also taken into account. The economic analysis with
no consideration of environmental effects showed
that steam reforming is much more economically
viable, with a levelized lifetime cost 38% of that for
the SOEC technology. However, the SOEC
technology has the potential to remove CO;
emissions from other industrial processes, which has
an overall positive environmental effect. The SOEC
technology also uses renewable energy for its
electricity source, increasing the feasibility of this
source. This investigation also considered the
economic costs of the potential environmental
effects of climate change caused by CO, emissions,
quantified as the SCC. Taking this into account, the
SOEC technology performs much better
economically and environmentally than steam
reforming. It is therefore in the interest of
governments to mitigate CO; emissions from syngas
production processes. Introduction of carbon
taxation can be done to reduce these emissions, with
this study showing that a realistic value of £78/tCO,
would make the SOEC technology more
economically viable in comparison to steam
reforming, should it be performing under the stated
best case scenario.
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Dual-polymer agglomeration of sand and ageing effects

Sang Ju, Lee; Marvin, Lee;

Department of Chemical Engineering, Imperial College London, United Kingdom

Abstract: Sand production in oil reservoirs remain a persistent problem in the oil and gas industry due to the safety
risk it poses in addition to affecting productivity of the well. This leads to extra expenses for producers and could
even stop production permanently. A measure to combat this is via the use of sand screens. Chemical consolidation
is increasingly being used as it is relatively more cost effective and does not reduce permeability as much.

This research aims to investigate the dual-polymer technique to aggregate sand fines and thus allow the sand
screen to function effectively. Dual-polymer aggregation involves coagulation followed by flocculation through the
addition of a cationic polymer layer first, followed by an anionic polymer layer. This technique has shown better
agglomeration results than using just a single agglomerant. In this paper, the type of cationic polymers will be varied,
while keeping the anionic agglomerant, an organic polymer, constant. This paper explored cationic bioflocculants
(chitosan), organic polymers (polyacrylamide, polyDADMAC) and inorganic polymers (Poly Aluminium Chloride
(PAC), Poly Ferric Sulfate (PFS)). It investigated each of their interaction with a single type of anionic organic
polymer (AN934VHM) to deduce the best performing combination based on how well the agglomerants aged and
their agglomeration ability.

Experiments were conducted using light scattering to measure the mean square weighted particle size of sand
before and after addition of the agglomerants. A rotational rheometer was also used to measure viscosity of the
agglomerant dispersion. Experiments were repeated over a span of 3 weeks for each cationic polymer and it was
found that polyacrylamide, specifically FO4650VHM, had the best agglomeration ability but this decreased
significantly with age while PAC, PFS and polyDADMAC displayed decent agglomeration ability and did not appear
to perform any poorer over time.

Keywords: Dual-polymer, ageing, agglomeration, sand, sand screens, organic polymers, inorganic polymers,
bioflocculants, dual-agglomerant

Introduction

A global decline in discovery rates and a lack of problems associated with sand production is tabled
spare capacity in crude oil production has led to below in Table 1 (Ikporo, 2015).
further need for technological developments to

maximise the productivity of each oil source (Bentley, Table 1: Effect of sand production at different stages of oil

. . ’ roduction
2002). While maximising the recovery factor is Area Problem Effect
important, it is equally important to maintain and . . e Access restricted to
prevent productivity loss through effective control Reservoir | Wellbore fil production interval
measures. Sand fouling e Damage to safety
. . Surface valve
Approximately 90% of hydrocarbon wells are in Equipment e Equipment wear and
; o Erosion quip
sandstone reservoirs, and around 30% of these failure
sandstones may be weak enough to produce sand e Malfunction of control
(Bellarby, 2009). Sand production can cause severe equipment _
operational problems: damaging equipment such as Surface Sand *  Capacity reduction
o . . e Unscheduled shut-
valves, pipelines, pumps, and must be separated at Installation | accumulation downs
the surfgce whlch incurs extra.costs. In the .w'orst «  Separation and
cases, oil production can be partially or fully inhibited, disposal costs
requiring expensive work-overs or shutting down of There are multiple control measures producers can
the well completely (Dehghani, 2010). Some use to control sand production, and can largely be
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classified into two categories: passive and active
sand control (DrillingFormulas, 2016). Passive sand
control relies on non-intrusive methods of control,
and involve:

e Oriented perforation
e Selective perforation
e Sand management

Active sand control measures, on the other hand, use
filters to control sand production:

e Stand-alone screens

e Expandable sand screens
e Gravel packs & frac-packs
e Chemical consolidation

There has been recent development in using the
chemical consolidation method in sand control using
a sand agglomeration system (SAS) that alters the
zeta potential of any solid surface when in contact.
This technique is beneficial as it can be used on
existing wells already employing mechanical sand
control, and can be used in both low and high
permeability formations. It also does not cause
formation damage (Mishra et. al, 2015). In
comparison with gravel packs and frac-packs, this
method is also relatively cheaper.

Research has only just begun emerging for a dual-
polymer technique for agglomeration of sand fines.
While used in the wastewater-treatment industry
(Tzoupanos et. al., 2008) , its applications in the oil
and gas production sector has been limited.

This research aims to further the study of dual-
polymer agglomeration of sand fines in oil reservoirs
using a variety of cationic polymers, pairing each with
a single type of anionic organic polymer,
AN934VHM. The cationic polymers used are
categorised in Table 2 below.

Table 2: Cationic agglomerants explored

Charge
Category Type Mol . | prards
FO4650 6-10 mil. o
Organic FO4650vAM | >15mil. | 40-80%
Polymer DB45SH 10-15 mil. o
DB45VHM >15 mil. | 80-100%
High MW ]
Bio- Chitosan 3-4 mil.
40-80%
flocculant Low MW
; 50k-190k
Chitosan
Poly
Aluminium o
Inorganic Chloride 30% Al203
Polymer (PAC)
Poly Ferric o
Sulfate (PFS) 19% Fe

FO4650 and FO4650VHM from Table 2 above
represent polyacrylamide samples, while DB45SH
and DB45VHM represent poly
diallyldimethylammonium chloride (polyDADMAC).

While it is important to address each agglomerant’s
ability to agglomerate sand fines, it is also important
to consider the effects of ageing on the
agglomerant’s ability to agglomerate.

The effects of ageing were investigated because
polymers undergo changes in molecular weight and
structure which affects its ability to agglomerate sand
fines. In order to measure this, the viscosity of the
agglomerant was measured at regular intervals as
the changes in molecular weight (MW) would directly
affect this. Additionally, the preparation of polymers
was carried out in an environment with minimal
exposure to oxygen to minimise oxidative
degradation due to radical attacks.

Therefore, the objective of the study is to delve
deeper into how the different agglomerants stack up
to one another and how ageing affects them when
added with AN934VHM based on two criteria: the
agglomeration ability and the effects of ageing on
this. The preparation of polymers will be conducted
in an oxygen-free environment, and viscosity
measurements at regular intervals will be taken.

Concept

Suspension of Sand in Seawater

Reservoir sand fines come in various sizes. In
seawater, the sand fines form a suspension in which
they fall very slowly to the bottom due to gravity.
However, to maintain dispersion of sand fines within
the medium, a stirrer can be used to keep sand fines
from settling. The sand used here is sand directly
obtained from a Petronas oil well.
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Figure 1: Suspension of negatively-charged sand
particles



Sand particles are negatively-charged. Figure 1
above shows how an electric double layer is formed
around the negatively-charged particle when in an
aqueous medium.

The balance between the attractive Van der Waals’
forces and the repulsive electrostatic forces form the
basis for the stability of the suspension in the
medium. Sand fines form a relatively stable
suspension due to their negative charge and high
Zeta potential.

The Zeta potential is the potential difference between
the shear plane and the solution. For sand in
seawater, the Zeta potential is between 40 to 130mV
(Pravdic, 1970). In order for sand particles to
agglomerate, the Zeta potential must be close to zero
(isoelectric point) in which the colloidal suspension is
no longer stable. This process is known as charge-
neutralisation. This reduces the diffuse layer
potential surrounding the particle, allowing moving
particles to collide with each other more due to
Brownian motion, convection, and gravitational
forces. A reduced Zeta potential thus promotes the
formation of flocs.

Dual-Polymer Flocculation Mechanism

The agglomerants in Table 2 are all water-soluble.
The principle behind the mechanism is to use
cationic agglomerants to reduce the Zeta potential of
the system, thus promoting the formation of small
flocs. Following that, high molecular weight (MW)
anionic agglomerants form polymer bridges to form
even larger flocs.

The mechanism can be described through a 4-step
process (SNF, 2017) as per Figure 2:

a) Addition to cationic polymer to a suspension
of sand in seawater, neutralisation and
formation of charge patches

b) Formation of small flocs due to positive
charge patches on a particle becoming
attracted to negatively-charged regions of
other sand particles

c) Addition of high MW anionic organic polymer
(AN934VHM)

d) Formation of large flocs due to polymer
bridging as positive charge patches get
attracted to negatively-charged sites on long
chain polymer

The effect of the dual-polymer mechanism is that
larger flocs can be formed than if only a cationic
agglomerant were used to agglomerate the sand
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fines. This technique is used in the wastewater
treatment industry (Tzoupanos et. al., 2008), but has
seen little use in the oil and gas industry.

-f::;-—'ﬁ
d) ‘

Figure 2: Dual-agglomeration flocculation mechanism

L

Effects of Ageing

A combination of things (Polymer Database, 2015)
lead to the degradation of polymers:

e Heat (thermal degradation)

o Oxygen (oxidative/thermal-oxidative
degradation)

e Light (photodegradation)

o Weathering (UV/ozone degradation)

These factors accelerate the mechanical
degradation that polymers undergo, which are
caused by changes to the molecular weight, weight
distribution and composition of the polymer.
Mechanical degradation results from chain scission
and conformation of the polymers, which affects their
agglomeration ability. By eliminating as many of
these external factors as possible, an isolated study
can be made on the mechanical degradation effects
of the polymers to serve as the criteria for their
stability.



Methodology

Equipment

Figure 3: Left to Right: Glove Box, Shear Test Rig, and
Rotational Rheometer

For the conduct of experiments, three main pieces of
equipment were used as seen in Figure 3.

The glove box was used to prepare the agglomerant
solutions in an oxygen-free environment. A nitrogen
tank would be connected to the rig to evacuate any
air in the glove box. Only then were the bottles
uncapped and samples extracted.

The shear test rig has a vessel which contained the
sand particles suspended in seawater. A
Fisherbrand™ Double-Ended PTFE Stir Bar, was
used to keep the sand particles in suspension. Two
probes, the Mettler Toledo™ Focused Beam
Reflectance Measurement (FBRM) and the Particle
Vision and Measurement (PVM) were inserted into
the vessel.

The FBRM probe takes measurements via a laser
beam that passes through an optical lens and focus
on a fixed beam spot on the sapphire window of the
probe. The optical lens is rotated via a compressed
air at a speed of 2m/s. Rapidly scanned particles will
reflect or ‘backscatter’ the laser beam into the
detector and this backscattered light is registered as
distinct pulses. The distance across each particle
(chord length) was then calculated by multiplying the
duration of each pulse with the scan speed of 2 m/s
(Mettler Toledo, 2015). These procedural steps are
shown in Figure 4. From the FBRM software, key
particle parameters such as the mean chord length
(square weighted) and particle size distribution can
be measured.

by

Figure 4: FBRM Method of Measurement

The PVM uses a video microscope attached to the
probe tip to capture high-resolution images of
particles as they exist in process (Mettler Toledo,
2014). Images were captured at intervals of 2
seconds with the optical zoom set at 790x which
allowed for the capture of clearer images.

The Thermo™ scientific viscometer experiments
were performed using the concentric cylinder
configuration to minimise error. One cylinder is
rotated at a constant speed, and a shear rate is
determined. The liquid then drags the other cylinder
around, exerting a shear stress, from which the
viscosity can be measured.

Outline

To effectively test the effects of ageing on the
agglomeration ability of each of the agglomerants,
solutions of agglomerants would be left to sit and
age. Each day, a small amount of solution was
measured out into sealed containers inside the glove
box and a shear test experiment was run and the
agglomeration ability measured using the FBRM. At
the same time, the sample would also be loaded into
the viscometer for viscosity measurements to be
taken. Two cationic polymers were tested in the
morning and two other in the afternoon. Experiments
were conducted across a span of 3 weeks.

Preparation of Seawater and Brine Solutions

Seawater was chosen as the medium for the
polymers as it is the easiest solvent to source to
prepare the polymers on offshore rigs prior to
deployment. The ions in seawater were found to
enhance the net negative charge on sand particles
(Anderson, 1986). Brine was chosen to simulate the
actual solution used in industry to dissolve and store
polymers. The following tables show the compounds
and their concentration used to make up the artificial
seawater (Table 3) and brine (Table 4) respectively.

Table 3: Composition of compounds used in the
reparation of artificial seawater

. Composition
Ingredients (g/L)
NaCl 24.6
KCI 0.67
CaCl.2H20 1.36
MgS04.7H20 6.29
MgCl..6H20 4.66
NaHCO3 0.18




Table 4: Composition of compounds used in the
preparation of brine

Ingredients Cor(r1n|:;>lsl_|;|on
CaCl2.2H20 954.55
MgCl2.6H20 1412.95
KCI 142.62
BaCl2.2H20 2.77
SrCl2.6H20 26.89
NaHCOs3 1514.56
Na>S04 102.02
NaCl 26825.11

Preparation of Agglomerant Solutions

A measured mass of polymer beads/powder was
added to a stirring glass bottle containing 100ml
brine. These were labelled with the date it was
prepared, left to stand for 1 minute under high-speed
stirring, and then left overnight on low-speed stirring
(to minimise ageing due to mechanical stress). This
was to ensure even dispersion of the polymer within
the solution to ensure better dissolution.

The exception to this was chitosan, which were
dissolved in 6ml 2% HCI and 33.3ml DI water prior to
being added to the brine solution.

The polymers were dissolved to a concentration of
2000ppm. This concentration was chosen because a
high viscosity is required to obtain good readings on
the viscometer.

The temperature of the solution was set to room
temperature at 25°C to eliminate the effects of
thermal degradation, as the focus was on the ageing
effects due to polymer dissolution. The temperature
remained a fixed variable throughout the experiment.

Determination of Polymer Concentration

Before the conduct of the experiment, the polymer
concentration had to be determined. To accomplish
this, a shake test was conducted. In centrifuge tubes
containing 5g sand and 25ml seawater, varying
volumes of 200ppm samples were added and then
shaken. It was found that 2ml of 200ppm of each
polymer gave the fastest settling time for the sand
particles and thus it was determined that for
2000ppm samples, 0.2ml of polymer will be added.

Glove Box Preparation

In the preparation phase, the samples were placed
in the glove box. The nitrogen tank was then
connected to the glove box to evacuate the air. 1ml
of each sample was extracted into cuvettes and
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sealed. Another 3ml of each was also extracted into
the droppers. The 1ml samples were used for the
shear test rig, and the 3ml samples for the
viscometer. The viscosity of AN934VHM were tested
twice since they were paired with each cationic
polymer.

Shear Test Experiment

In the shear test experiment, a vessel was filled with
500m| seawater and set to rest on a stirring plate.
The stirring speed was set to 400rpm to create a
vortex. 2.5g of sand was then poured slowly into the
centre of the vortex. The vessel was then sealed, and
FBRM and PVM probes inserted. On the computer,
the particle count below 250um was observed for the
FBRM. Once the sand fines became fully suspended
within the medium (consistent turbidity throughout),
the stirrer speed was reduced to 200rpm to reduce
shear effects.

Once steady state count was reached, 0.2ml of
cationic polymer was added. Only after steady state
was reached, then 0.2ml of the anionic polymer
AN934VHM was added. This was repeated for 2
more dual-polymer additions to see if further
agglomeration was possible.

Viscometer Experiment

For the viscometer, a 30 second ageing test was set-
up at a constant temperature of 25°C. After
calibration, a 3ml sample was loaded into the cup.
The experiment was started with the rotating rotor left
to run at a constant shear rate of 10s' for 30
seconds. The viscosity measurement based on
shear stress was then recorded and plotted. This was
repeated for each cationic and anionic sample.

Results & Discussion

Particle size measurement data was collected on the
FBRM software. One key indicator was the mean
square weighted size (MSWS) of particles.

Figure 5 shows how upon addition of a cationic
polymer, FO4650VHM, the MSWS increases. This is
due to the formation of flocs which are larger in size,
and so would contribute more to the MSWS, bringing
the overall value up. Upon addition of AN934VHM,
this value increases even further, and peaked at
about 285um. Further addition of FO4650VHM or
AN934VHM did not induce more agglomeration. The
slight decline in mean square weighted size after
addition is attributed to the shear caused by the
stirrer.
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Figure 5: Mean square weighted size of sand particles
across time

The PVM captured images of flocculation taking
place. The following images show the dual-polymer
agglomeration mechanism taking place. Sand fines
flocculate into small flocs from the cationic polymer,
then larger flocs on addition of the anionic polymer.

Figure 6: Flocculation of sand fines
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On the viscometer, the average viscosity was taken
for each experiment. Points were plotted for each day
and the readings were taken to deduce how viscosity
changed over the 3 weeks. The trends observed in
the agglomeration ability due to ageing were
analysed for 4 different cationic polymers and were
compared with their respective polymer’s viscosity.

Effects on Agglomeration Ability with Ageing

Both polyacrylamide and polyDADMAC (FO and DB
samples) showed a similar trend in their
agglomeration ability as seen in Figure 7 and Figure
8. This is because they both are organic polymers
and thus have similar dissolution mechanisms,
leading to similar coiling and uncoiling effects. There
was an increase in the MSWS of sand particles for
the first few days which peaked at about an average
of 470um for polyacrylamide and 447um for
polyDADMAC. For an ageing time of 3 weeks, both
showed a clear ability to agglomerate sand above the
nominal sand screen rating of 250um.

500
450
400
350

300

250

0 5 10 15 20 25
Time (Days)

Mean Square Weighted Size (um)

—&—FO4650 (Low MW) —e— FO4650VHM (High MW)

Figure 7: Polyacrylamide agglomeration ability with age
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Figure 8: PolyDADMAC agglomeration ability with age



The agglomeration ability profile obtained for both
polyacrylamides and polyDADMACs peaked
between Days 3 and 4. This is possibly explained by
the dissolution mechanism of polyacrylamide
proposed by Owen (Owen et. al., 2002). On the first
day, a few solid powder polymers exist in the solution
that forms large gel-lumps with no agglomeration
ability. These gel-lumps are few compared to the
dispersed chains in solution, but they make up the
majority of the polymer's mass. Thus, polymers are
dissolved and dispersed to a very small extent. The
peak is then observed due to optimal dispersion and
dissolution of the polymer that allows for maximum
flocculation. The reduction in the agglomeration
ability after Day 4 could be due to an extended
ageing effect on the polymer that led to conformation
changes (Narkis et. al, 1966) and polymer
degradation (Shyluk et. al., 1969).

However, polyacrylamide showed a steep
decreasing trend in their agglomeration ability across
time compared to polyDADMAC which showed a
gentler decreasing trend. The faster rate of
degradation of polyacrylamide means that after a few
weeks, polyacrylamide can no longer agglomerate to
form clusters of sand bigger than 250um whereas
polyDADMAC can still agglomerate to the size of
300um. Therefore, polyDADMAC showed better
performance in maintaining a good agglomeration
ability over 3 weeks while polyacrylamide had better
peak agglomeration ability as seen by the MSWS on
Day 3.

For the bioflocculants (Figure 9), the high MW
chitosan had higher agglomeration ability for first 3
days, but both higher and lower MW chitosans began
to show similar agglomeration ability after Day 3.
Both showed the ability to agglomerate sand above
the nominal sand screen rating of 250um for the first
10 days. However, their flocculation ability continued
to drop to below 250um in 2 weeks. This means that
the biofocculants can only flocculate sands
effectively for the first 10 days.
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Figure 9: Bioflocculants agglomeration ability with age
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The inorganic polymers PAC and PFS showed a
linear decrease in their agglomeration ability with
time as seen in Figure 10. PAC has a general formula
of (Al,OH,Cl;,_n)x and due to hydrolysis, many
different aluminium species are formed such as
Al;50,(0H),,”*, which is the most effective for
coagulation that will help to neutralise the negatively
charged sand fines (Parthasarathy, 1985). However,
PAC loses its coagulation efficiency over time in the
presence of S0,°” ions as it reacts with
Al;50,(0H),,”" to form a Al(OH); gel or precipitates
(Wu et. al., 2012). A high concentration of SO,%~ ions
is present in brine solution, which could give rise to
this decrease.

Similarly, PFS undergoes 2 step hydrolysis-

polymerisation process to produce an Fe(lll) solution

(FeZOHn(SO4)3_(E)) . In an alkaline medium, the
2

m

Fe(lll) solution interacts with the OH~ ions via an
uncontrolled hydration process to produce negative
charged species such as Fe(OH),” (Wei et. al.,
2015). These negatively charged ions are unable to
participate in the charge neutralisation process and
thus reduces the ability of the PAC polymer to bridge
effectively. The kinetics of formation of these species
would most likely follow the zero-order reaction as
the solutions are stirred constantly at low RPM and
have low concentration of polymers. Therefore,
these effects encountered in PAC and PFS account
for the linear decrease in the MSWS over time.
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Figure 10: PAC and PFS agglomeration ability with age



Effects of Viscosity with Ageing

An interesting characteristic of the viscosity profile for
FO4650 and FO4650VHM was observed in Figure
11. Initially, for both samples, there was a sharp drop
from Day 1 to 2, but viscosity remained constant for
the next 5 days.
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Figure 11: Viscosity of polyacrylamide across time

Unexpectedly, the FO4650VHM (high MW) had
lower viscosity for first 10 days. This is most likely
due to the polymer interaction with the brine solution
which contains a high concentration of negatively-
charged divalent ions such as SO4%. The anion
interacted with the positively charged polymer chain
that caused it to form a coil onto itself via the ion
bridging effect (Saeed et. al., 2017). The effect of ion
bridging is more prominent for high MWs as it has a
longer chain for coiling and thus FO4650VHM
showed lower viscosity. However, a coiled polymer
should have resulted in higher viscosity, but the lower
measured viscosity could have been due to errors
associated with polymer sampling. The viscosity of
FO4650VHM began to rise after week 1 possibly due
to a stronger gel effect where the higher MW polymer
took a longer time to achieve higher dispersion. This
led eventually to a fully dispersed FO4650VHM that
allowed it to retain relatively higher agglomeration
ability than FO4650 between Day 4 to 14.

Both polyDADMAC samples in Figure 12 showed an
increase in the viscosity in the first few days, peaking
on Day 3 and then decreasing sharply in the next few
days. Following that, the viscosity for both samples
increased gradually. The viscosity profile observed
for polyDADMAC was similar to its agglomeration
ability profile across time as in Figure 8. As explained
earlier, the large gel-lumps dissolved in the early
stage led to better dispersion of polymers and hence
a rise in viscosity for first few days. The polymer
chains were then fully extended and dispersed in the
solution, thus giving rise to the peak viscosity on Day
3. The sudden drop in viscosity could be due to the
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ion bridging effect as the fully extended polymer
chains were more exposed. Over time, the
degradation of the organic polymer chains coupled
with the diminishing ion bridging effect led to uncoiled
and fragmented polymer chains that resulted in a
slow increase in viscosity.
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Figure 12: Viscosity of polyDADMAC across time

For bioflocculants, Figure 13 shows that the viscosity
of higher MW (HMW) chitosan decreased rapidly
while that of lower MW (LMW) chitosan decreased
slowly. The higher viscosity of high MW chitosan on
the first few days contributed to its higher
agglomeration ability profile while the rapid fall in its
viscosity led to approach of similar agglomeration
ability with lower MW chitosan seen in Figure 9.
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Figure 13: Viscosity of bioflocculants across time

Inorganic polymers PFS and PAC both show a
generally constant viscosity across time in Figure 14.
A wide fluctuating range of viscosity was measured
for the inorganic polymers. They have viscosity that
are very low that led to higher errors associated with
the data and thus gave a misrepresentation of the
rheology data. Instead, alkali titration and Ferron
species analysis could be performed for future work
to better understand the hydrolysis performance and
species distribution of the inorganic polymers (Wei
et. al., 2015).
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Figure 14: Viscosity of inorganic polymers across time

Charge Density Effect on Agglomeration Ability

The difference in the MSWS  between
polyacrylamides and polyDADMACs was explored
further. The agglomeration mechanism associated
with lower cationic charge density like FO4650VHM
is more dependent on either a combination of charge
neutralisation and bridging or bridging only,
depending on shear effects and polymer
concentration. A high charge density polymer like
DB45VHM would have an agglomeration mechanism
that depends more on electrostatic patch flocculation
(Ying et. al., 2006). This would hold the bridged flocs
together stronger, but not bigger. The flocculation
mechanism for FO4650VHM depends on the
combination of charge neutralisation and bridging as
the MSWS of the sand particles increased from
160um to 210um upon the addition of first 0.2ml of
2000ppm FO4650VHM (Figure 5). The addition of
the negatively charged polymer, AN934VHM further
bridges the flocs and thus creating bigger sized flocs.

Agglomeration Ability Against Viscosity for All
Polymers

Finally, the relationship between each polymer’s
agglomeration and viscosity profiles was compared.
In Figure 15, bioflocculant shows a positive linear
relationship between their MSWS and viscosity. This
is an expected result where a longer chain polymer
with higher viscosity is able to produce agglomerants
that are bigger and vice versa. PolyDADMAC shows
variation in MSWS while its viscosity remained
relatively constant. However, an interesting
relationship was observed for the organic
polyacrylamide polymer where there was a strong
negative linear relationship. From the macro
perspective, the organic polyacrylamide was added
to the shear test rig vessel that contained 500ml of
seawater. Due to its higher viscosity, the dispersion
of the polymer would have been slower in the
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aqueous medium and thus could have led to lower
agglomeration ability of the polymer.
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Figure 15: Mean square weighted size against viscosity
for all polymers

Conclusion

With the aim of finding the best performing
agglomerant, each sample was assessed based on
two main criteria: agglomeration ability and ageing
stability. The agglomeration ability was the highest
for higher molecular weight and medium charge
density polyacrylamide (FO4650VHM) but this was
limited to a time span of 3 weeks. Beyond that, the
agglomeration ability would have continued to fall
and thus reaching below the threshold of 250um. On
the other hand, both inorganic polymer, PAC and
PFS, as well as the polyDADMAC showed stable
flocculation across time. These polymers may be
preferred in oil extraction as there would be fewer
frequency needed to inject polymers and offering
higher reliability of filtering out the sand effectively.

Further work could be done on repeating the first
week’s viscosity measurement of polyacrylamides to
obtain better and more reliable rheology data that
relates to the agglomeration profile. New techniques
such as alkali titration and Ferron species analysis
can be explored for inorganic polymers to better
understand their agglomeration profile.
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Effects of polymer molecular weight and concentration, silica concentration and temperature
on the relaxation of aqueous Silica-Poly(ethylene-oxide) “shake-gels”
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Abstract

The rheology of the relaxation process of “shake-gels” is the focus of this investigation, involving aqueous mixtures of
Poly(ethylene-oxide) (PEO) and silica nanoparticles that form reversible solid structures upon exposure to an increased
shear. The relaxation process in this study is defined as the period in which the shake-gel relaxes back to its original
liquid state from the point the shear rate is reduced from a high shear rate of 1750s™! to a low shear rate of 0.1s™.. Changing
the concentration of the polymer and silica in the system, polymer molecular weight and temperature is shown to affect
the time taken for the solid shake-gel structure to return to its initial state by varying orders of magnitude. The relaxation
profile showed a region of increasing viscosity of the gel attributed to the process of forming the large 3-D gelled network,
followed by its relaxation. The relaxation time decreases exponentially with increasing polymer to particle ratio due to
saturation of silica surfaces resulting in inefficient polymer bridging. The relaxation time increases exponentially with
increasing polymer molecular weight as longer chains provide more adsorption sites per chain promoting increased
polymer cross-linkage. Increasing temperature is also found to exponentially decrease relaxation time as kinetic effects
dominate the thermodynamic and structural forces that keep the solid gelled structure intact.

Keywords: shake-gel, poly(ethylene-oxide), silica, rtheology, relaxation

Introduction

Suspensions of colloids and polymers are non-
Newtonian fluids which have reversible, shear-
thickening properties. They are usually comprised of
high molecular weight polymer, such as polyethylene
oxide (PEO) and colloidal particles such as silica or
laponite. When subjected to shaking, the low viscosity
fluid transforms into a high viscosity gel known as
“shake-gel”, which relaxes back to its liquid form after
some time with no force applied. These mixtures have a
wide range of applications, mainly industrial and
biomedical, and recent advancements in these sectors
have caused an interest in their physical properties
[4,12,29-30]. The rheological properties as well as the
relaxation time vary for different concentrations of the
components and different temperatures [12].

Colloidal silica used in this study is a dispersion of - Tm— —
amorphous nano-silica [32]. It has various uses in Fig. 1. (a) Initial liquid state ofthe gel, (b) Applied shea'r of
. . 1750s! elongates polymer chains, (c) Solid gelled state in a
industry, for example acting as a surfactant for polymers.

. . . - tight coiled structure, (d) Relaxed back to initial liquid form
PEO in solution exists in the form of aggregates,

otherwise known as clusters, which interact with water in
hydrophilic and hydrophobic interactions due to the
oxygen molecule and organic chains respectively. Water
molecules form a hydration layer around the PEO

monomers by hydrogen bonds between the oxygen ends
and water. This way the hydrophobic chains do not meet
the water molecules and thus do not cause repulsion,
allowing the polymer to dissolve in water [12]. This is
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only possible because of the similarity in oxygen-oxygen
interdistance in water and polymer molecules [7]. This
clusterisation however can easily become disturbed
under a change in conditions, such as applied shear or
even a change in concentration, and the solution may
transition from clear to opaque.

The formation of shake-gels has been studied thoroughly
in research before alongside the underlying mechanism
that governs the process [2-3,6,10-17,20-23,27]. A
schematic has been drawn to show the process, seen in
Fig. 1, which will be used to describe in our own terms
the process from liquid gel at rest, through the process of
applied shear, then relaxation back to its initial state.
Under no applied shear (a), silica particles usually
interact and adsorb to various active sites along the
polymer chains, breaking off PEO aggregates and
forming new SiO2-PEO complexes by hydrogen bonding
[11]. This equilibrium state and the number of silica
particles adsorbed to each polymer chain is dependent on
factors such as the concentration of both polymer and
silica in the system which affects the silica to polymer
ratio, their electrostatic interactions, and the radius of
gyration of the polymer.

When shear is applied, the polymer chains extend and in
doing so, break some of the already formed PEO-silica
bonds. This extension of the polymer chain provides
more sites for the silica particles to adsorb to which in
turn provides the potential for other polymer chains to
bond and cross-link to form bridges between different
aggregates. This results in the growth of a 3-D silica-PEO
complex [10]. Upon increased shear, polymer chains
adsorb to different silica disks forming bridges between
the two substances. These bridges extend throughout the
solution eventually resulting in the formation of a
macroscopic gel complex (c). The solution remains in its
solid gelled state for a certain period that is dependent on
various compositions and conditions, and when there is
no shear applied to this structure, it will eventually return
to a fluid as the polymer chains desorb [1-2,7,15,26].
While reports in the past have focused on the different
aspects of the formation of the shake-gel, this report will
aim to investigate how different gel compositions and the
conditions they are subject to influence the relaxation
process. In the schematic (Fig.1), this is the process from
state (c) to state (d). Yuji Hirose previously performed
work on this relaxation process investigating the
rheological properties of shake-gels with small amounts
sodium chloride (NaCl). It was found that if more sodium
chloride was added to the system, the time taken for the
gel to return to its original state increased due to the NaCl
weakening the repulsive interactions between silica
particles. This lead to the particles binding closer
together forming a tighter gel complex that took longer
to relax [8]. This study will thus look at different effects,
involving changing the PEO concentration and molecular
weight, the silica concentration and lastly the
temperature.
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Materials

The “shake-gels” used in this work were formulated from
a  mixture of poly(ethyleneoxide) (PEO),  silica
(LUDOX) and deionised water. This involved preparing
a2 wt.% PEO solution by dissolving solid PEO particles
in deionised water, and to be able to study the effects of
PEO molecular weight on relaxation rate, four batches
were made at the following molecular weights:
400,000gmol! (Sigma Aldrich, Batch # 09218EE),
600,000gmol™! (Sigma Aldrich, Lot # MKCF3158),
900,000gmol! (Sigma Aldrich, Lot # MKBS9423V),
2,000,000gmol! (Sigma Aldrich, Lot # MKBZ2508V)
and 4,000,000gmol! (Sigma Aldrich, Batch #
MKAAO0451). These were then used to create 30ml
“shake-gels” samples varying in PEO concentration from
0.1 to 1 wt.% and LUDOX® TM-50 colloidal silica
(Sigma Aldrich, 50 wt.% suspension in H,O, Lot #
MKCD9192) concentration from 15 to 35 wt.%. The
concentration range chosen was determined from
literature on work previously carried out with “shake-
gels” [10].For example, to prepare a mixture containing
25 wt.% silica and 0.3 wt.% PEO, 4.5 ml of the 2 wt.%
PEO stock solution was added to 15 ml of silica and 10.5
ml of deionised water in a centrifuge tube to make the 30
ml shake-gel mixture. The samples were manually
agitated several times and left to rest for a period of 24
hours to allow sufficient mixing between the components
as it was noticed initially that the more times the gel was
shook, the stronger it became.

Methodology

There has been ample literature previously conducted on
the formulation of shake-gels and the PEO and silica
compositions at which they exist. However, results will
differ slightly depending on the type of polymer and
silica used and hence for this investigation a phase
diagram was constructed. The method for doing so
involved observing a manual agitation of the gel samples
categorising them into one of the following categories:
no gel, weak gel, strong gel or permanent gel. No gel was
observed when the sample exhibited no solid-like
characteristics, weak gel when the sample relaxed
quickly, in the range of minutes, strong gel when the
sample remained a solid-like material for an extended
period and lastly a permanent gel when there was no
relaxation process back to a liquid state. It is worth noting
that the distinction between a weak and strong gel is
somewhat subjective and may differ from the criteria
used in previous literature. The purpose of this phase
diagram would be to provide identification of the gels
that were to be used for this study. It is important to use
the shake-gels that are classified as strong gels in this
investigation as these take a longer time to relax which
allows us sufficient time to investigate different effects
on this process.

To be able to study the different effects on the relaxation
process, a Thermo Scientific HAAKE MARS 60
rheometer with a serrated double gap cup (Type CCB27
DG/SS) and serrated cylinder rotor (Type CC20/Ti/SE)
was used. A program was designed using the
HAAKE RheoWin Job Manager which involved loading



17.2ml liquid gel samples, a specification of the
equipment, into the rheometer and allowing it to settle to
the desired experiment temperature. The load was then
sheared at a low shear rate of 0.1s!' for sixty seconds,
which was done to determine the base viscosity of the
liquid state without forming the solid shake-gel. The
shear rate was then immediately increased to a value of
1750s™! and kept constant for five minutes to elongate the
PEO chains inducing formation of the solid gel state by
allowing binding with the silica particles and promoting
cross-linking and bridging. This process is plotted in
Fig.2. The line reaches a plateau value during the first
sixty seconds which is determined to be this base
viscosity and the sharp peak slightly after sixty seconds
indicates the forming of the shake-gel at the high shear
rate. This graph demonstrates the transition from shear-
thickening behaviour of the solution when shear is first
applied to shear thinning after polymer saturates the silica
surfaces [13].
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Fig. 2. A graph showing the results of the program used to
determine base viscosity at shear of 0.1s™" (first 60 seconds),
and formation of solid shake-gel at shear of 1750s™' (following
300 seconds)

The shear rate was then immediately reduced back down
to 0.1s! to allow the gel to relax (not shown in Fig.2),
with the focus of the study being on this relaxation
profile. It was assumed that at zero-shear viscosity, there
exists a static equilibrium structure of the gel in its liquid
form which behaves as an equilibrium which is not
affected by the applied shear. The gel therefore will
always return to the same exact state even after multiple
shears to the same sample.

Results

Phase Diagram

In this study, varying concentrations of PEO and silica
produced a spectrum of different solutions with different
phase properties upon shaking, which were classified into
four categories to construct a phase diagram. At rest, all
the solutions exhibited low viscosity behaviour and the
gels were clear. However, after shearing the gels
demonstrated high-viscosity non-Newtonian behaviour
where the gels became increasingly opaque in colour and
stuck to the walls of the centrifuge tubes. Some solutions
formed a permanent gel upon shaking, whilst others
formed no gel at all and the rest were classified into
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strong and weak gels. When left to relax, the fluids
slowly reversed back to their low viscosity forms, each
one in a different time scale
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Fig. 3. A phase diagram of shake-gel samples ranging in PEO
(900,000gmol ) and silica concentration characterised based on
their physical properties.

The constructed phase diagram (Fig.3) shows that no gels
were formed at low PEO and silica concentrations and
permanent gels were formed at high PEO and silica
concentrations. At these high concentrations, the polymer
chains exist in dynamic adsorption-desorption
equilibrium with silica particles resulting in the
formation of this permanent network [5]. Between these
regions around roughly 20-30 wt.% silica concentration
and 0.2-0.6 wt.% PEO concentration, weak and strong
shake-gels were observed with the stronger gels forming
at slightly lower PEO and higher silica concentrations.
These results are in accordance with the literature
previously performing this work, differing slightly
possibly due to different gel characterisations and
materials used.

These results can be explained by looking at the bonding
between silica and PEO molecules. When the PEO
concentration is too high, the silica surfaces become
saturated with polymer chains. This completely stabilizes
the aggregates and prevents any reversing back to the
liquid form from taking place leading to the formation of
a permanent gel. When the concentration of silica is too
low, specifically 15% and concentration of polymer is
also low (0.2-0.4%), there are insufficient numbers of
molecules to create the bridged complexes ultimately
leading to no gel formation. Keeping the silica
concentration low and increasing the polymer leads to the
transition from no gel to weak gel to permanent gel,
which can be explained from the fact that the solution
becomes increasingly saturated. The ratio of silica
particles per polymer chain was calculated knowing their
physical properties and Fig.4 plots this ratio against PEO
concentration at different silica concentrations, also
showing the regions at which the four different shake-gel
characterisations are observed.



From this work, it was decided that for the investigation,
gels with PEO concentration ranging from 0.25-0.45
wt.% and silica concentrations ranging from 20-30 wt.%
would be used. The particle to polymer ratios at these
concentrations lie roughly between 10 and 30.
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Fig. 4. Plot of the particle to polymer ratio against PEO
concentration at different silica concentrations ranging from 15

to 35 wt.%. Greyed regions indicate observed characteristic of
the shake-gel

PEO concentration effects

The effects of poly(ethyleneoxide) concentration on the
relaxation of the gels were studied. From the data
obtained in creating the phase diagram, it was observed
that strong gels formed around silica concentrations of 25
wt.% so this was kept constant, as well as keeping
temperature constant at 25 degrees C. Five PEO
concentrations at molecular weight of 900,000gmol!
were chosen to be investigated ranging from 0.25 to 0.45
wt.% and the results can be seen in Fig. 5. Further similar
tests involving altering the PEO concentration at
molecular weights of 400,000gmol! were conducted
with similar results being observed.
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Fig. 5. A viscosity (mPa.s) against time (s) semi-log plot of the
relaxation profile of shake-gels with PEO (900,000gmol™)
concentrations 0.25-0.45 wt.% keeping silica concentration
constant at 25 wt.% and temperature at 25°C

The relaxation time is determined by the time taken for
the gel to relax back to its original viscosity once the
shear rate had been reduced to 0.1s"' which has been
plotted as a function of PEO concentration in Fig.7. J.
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Zebrowski (2003) previously discussed that the time for
gel relaxation is primarily dependent on the bonds
formed under the applied shear and carried out a similar
experiment using laponite instead of silica changing PEO
concentration in a similar fashion to that done here [10].
The trend observed is identical of decreasing relaxation
time with increasing PEO concentration. At low polymer
concentration, there is a high particle to polymer ratio
leading to good efficiency of bridging between polymer
chains. As the polymer concentration is increased, the
ratio of particle to polymer decreases, reducing the
efficiency at which bridging occurs in the system. A
schematic of this process is shown in Fig.6.

AR T

— e T
Fig. 6. A schematic illustrating the saturation of silica particles
by increased PEO concentration

PEO concentration

increases

Table 1 shows the values of the particle to polymer ratio
investigated here at constant silica concentration of 25
wt.%. As suggested by Walker (2004), the excess
polymer prevents bridging by saturating the silica
surface. The higher the efficiency of the bridging
between the interacting polymer and particle, the longer
it will take for the resulting gelled state to return to its
original state [2].

PED concentrafion (wt %
Fig. 7. A semi-log plot of relaxation time against PEO
(900,000gmol") concentration showing an exponential decrease

with increasing concentration.

A feature of the relaxation profile (Fig 5) that was not
expected prior to this investigation was the initial
increase in zero-shear viscosity, reaching a maximum
value, then decreasing. From Fig.1, which is a schematic
of the gelation and de-gelation process, this initial
increase in zero-shear viscosity is hypothesized to occur
between states (b) and (c¢) during which the supra-
molecular polymer assembly seems to be strengthening
immediately after the shear is reduced. This period lasted
roughly 65 seconds at a PEO concentration of 0.45 wt.%
and increasing to 41 minutes for a PEO concentration of
0.25 wt.%. This seemed to be a significant time for the
gelled state to be increasing in zero-shear viscosity and



thus an observation test was carried out which involved
manually shaking the gel samples and seeing if there was
any noticeable change in gel characteristics after the
shaking had stopped, however this test was unsuccessful
as no clear further thickening of the gel was visually
observed.

Table 1. Particle to polymer ratio for the PEO concentrations
investigated at constant silica concentration of 25 wt.%

PEO concentration Silica (25 wt.%) to

(wt.%) polymer ratio
0.25 20.0
0.3 17.0
0.35 14.9
0.4 13.3
0.45 12.1

This observation led to looking at whether there was any
relationship between the maximum apparent viscosity
reached and the PEO concentration. It was necessary to
do further tests to obtain more data at low PEO
concentration, so another experiment was run at PEO
concentration of 0.2 wt.%. The maximum viscosity
reached at each PEO concentration is plotted in Fig.8.
What can be seen from this is that it is not a linear or
exponential relationship like with the relaxation times,
but there exists some maximum at which this maximum
viscosity is observed.

For the relaxation times, it was reasoned that the low
PEO concentrations take longer to relax as the silica to
polymer ratio is high and so there is efficient bridging
between the polymer chains. However in the case of the
maximum apparent viscosity of the relaxing gel, low
PEO concentrations seemed to produce a weaker gel,
despite taking longer to relax. It is possible that at low
PEO concentrations, there is good bridging between
polymer chains, and so increased interaction between
particles and polymer leads to a more complex 3-D
structure and so takes longer for particles to desorb,
however the concentration of polymer chains is low and
the concentration of water in the system is high so the
apparent strength of the resulting solid gel is low. As the
PEO concentration is increased, the efficiency of
interaction between polymer and particle is reduced but
the increased concentration increases the viscosity and
strength of the gel formed. This only occurs up to a point
at which further increase of PEO concentration decreases
the strength of the gel as the efficiency of the silica-
polymer binding takes over and the saturation of silica
particles means weaker gels are observed at high PEO
concentrations. The two competing effects seen here
show that there is a PEO concentration between 0.25 and
0.3 wt.% that yields the strongest solid gel at this
particular silica concentration.
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Fig. 8. A plot of the maximum viscosity (mPa.s) reached at each
PEO concentration (wt.%)

These results have shown that there is a time region
where the PEO-silica 3-D assembly is increasing in
strength and reaches a maximum. It was not initially
hypothesized that this region in which the gel strengthens
would be as prominent as it turned out to be so the
definition of the “relaxation” process changed to
incorporate this initial rise in viscosity.

Kinetics

The results obtained from studying the effects of PEO
concentration on the relaxation profile indicate that the
shake-gels relax as a first-order process. This can be
studied by removing the area of the graph where the gels
increase in viscosity and focus only on the actual
relaxation of the gel back to its initial state. This is shown
in Fig.9, which shows the profile of the relaxing gel,
removing the initial viscosity increase, at a PEO and
silica concentration of 0.45 and 25 wt.% respectively.

From first order kinetics, the decrease in viscosity over
time can be written as follows:

4 ]

dt

(D

From this, the integrated form for first-order kinetics can
be determined as follows where 7 is the viscosity
(mPa.s), k is the rate constant (s') and t is time (s):

In[n] = —kt + In[n], 2

| §-H1x
Fig. 9. A plot of viscosity (mPa.s) against time (s) showing a
first order decay process of the relaxing gel at PEO and silica
concentrations of 0.45 and 25 wt.% respectively.
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Thus, the rate constant can be calculated as the negative
slope of the line of a graph of In[n] against t. The results
are shown in Table 2, confirming the trend of decreasing
relaxation time with increasing PEO concentration for
the actual relaxation process with the rate constant values
seeming to increase almost linearly.

Table 2. Rate constant values (s) at different PEO concentrations
(Wt.%).
PEO concentration (wt.%)

Rate constant (s)

0.25 0.0008
0.3 0.001
0.35 0.003
0.4 0.006
0.45 0.009

PEO molecular weight effects

Investigating the effects of changing the molecular
weight of the polymer proved to be the most challenging.
Initially, three 2 wt.% PEO in water solutions were made
using PEO at molecular weights of 400,000gmol!,
900,000gmol! and 4,000,000gmol'. As expected, the
solutions were visibly more viscous at the higher
molecular weights and thus harder to work with,
particularly at  4,000,000gmol”!, as  accurate
measurements were required to formulate the 30ml gel
samples. Once the samples were manually shaken and
left for some time, the gel sample with polymer weight
of 4,000,000gmol"" was still visibly a non-homogenous
mixture so it was required to be shaken several times
further. Plastic syringes were used to deliver 17.2ml gel
solution samples into the rheometer, which for the
400,000gmol-' and 900,000gmol™!' polymer weight liquid
samples was easy to do, however proved hard to achieve
with the 4,000,000gmol™! liquid gel as it was transitioning
into its solid gelled state upon ejection from the syringe.
This was an effect observed in previous studies indicating
that the shear applied to the solution whilst it was ejected
from the syringe was enough to cause it to form its solid
gelled state. The experiment however was conducted
despite this, producing results for the 4,000,000gmol!
sample that were not fitting trends or reproducible. This
is hypothesized to be due to several factors. Firstly, the
challenging preparation of the gel sample meant that the
concentrations desired could differ from those used as it
was difficult to be accurate in measuring small amounts
of viscous polymer solution. Secondly, the problems with
the mixing of solutions lead to potentially non-
homogenous samples and thus the small sample loaded
into the rheometer could have a different concentration
composition to the whole sample. This led to abandoning
experiments with the 4,000,000gmol”’ polymer and
further investigation with other molecular weight PEO at
600,000gmol ! and 2,000,00gmol-'.
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Fig. 10. A semi-log plot of viscosity (mPa.s) against time (s) for
four different PEO molecular weights (gmol™) at 25°C. PEO and
silica concentrations constant at 0.4 wt.% and 25 wt.%
respectively.

Fig. 10 plots the relaxation profile, viscosity against time,
at four different PEO molecular weights, keeping PEO
concentration constant at 0.4 wt.%, silica concentration
at 25 wt.% and temperature at 25°C. The trend shows that
shake-gels containing higher PEO molecular weights
have longer relaxation times. This is expected to be the
case as the longer polymer chains will interact with more
silica particles and when applied with a high shear rate
will form larger complexes with stronger intermolecular
forces as there is potential for increased bridging per
polymer chain. These large coiled gels will take longer to
unwind and return to its original state. Once again, the
characteristic ‘hump’ in the relaxation profile is observed
to suggest an initial thickening of the gel at zero-shear.
Fig.11 plots the time taken for the gel to relax to its
equilibrium liquid state as a function of the molecular
weight of the polymer used and there exists an
exponential trend of increasing relaxation time with
increasing polymer weight.
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Fig. 11. A semi-log plot of relaxation time against PEO
molecular weight showing an exponential increase with
increasing polymer weight.

Silica concentration effects

The effects of altering the silica concentration were
investigated, keeping PEO (900,000gmol™) constant at
0.35 wt.% and temperature constant at 25°C. The results
are shown in Fig.12 showing a trend of increasing
relaxation time with increasing silica concentration. This
agrees with the previous section results when the PEO



concentration was altered whereby increasing the silica
to PEO ratio will exponentially increase the relaxation
time. Furthermore, as silica concentration increases, the
distance between adjacent particles decreases leading to
shorter length PEO bridges with a higher stability. The
maximum in zero-shear viscosity discussed in the
previous section is observable again here, increasing
roughly 3 times between 20 and 25 wt.% and roughly 4
times between 25 and 30 wt.%.
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Fig. 12. A semi-log plot of viscosity (mPa.s) against time (s)
varying silica concentration from 20-30 wt.% at constant PEO
(900,000gmol™) concentration of 0.35 wt.% and temperature of
25°C.

Table 3 shows the values of the particle to polymer ratio
keeping the polymer concentration constant at 0.35 wt.%
and changing the silica concentration between 20 and 30
wt.%. Fig.13 plots the relaxation time against silica
concentration and shows a strong trend of an exponential
increase in relaxation time with increasing concentration.

Fig. 13. A semi-log plot of relaxation time (s) against silica
concentration (wt.%) showing an exponential increase with
increasing concentration

Table 3. Particle to polymer ratio for the silica concentrations
investigated at constant PEO concentration of 0.35 wt.%

Silica concentration Silica to polymer (0.35

(wt.%) wt.%) ratio
20 9.2
25 14.9
30 22.0

Temperature effects

The conditions chosen to investigate the effects of
temperature were at 0.45 wt.% PEO and 25 wt.% silica
concentrations because the previous results have shown
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a relatively fast relaxation period at these conditions.
Seven different temperatures were chosen to investigate,
ensuring they were below the cloud point temperature of
PEO. The cloud point temperature (CPT) corresponds to
the temperature at which a PEO solution turns cloudy due
to a macroscopic phase separation of the PEO-H,O
system. Two phases are produces; a polymer-rich phase
and a polymer-lean phase [19] (Peter Pang, 2001). It is
found that the apparent viscosity increases with
increasing temperature above this cloud point
temperature and obeys the Arrhenius equation below it.
It has been reported from literature that the cloud point
temperature exists at 90-95°C, and thus for this study,
shake-gels were not studied near this temperature to
avoid any influence of the effects of the CPT on results
[9,24-25,31].
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Fig. 14. A semi-log plot of viscosity (mPa.s) against time (s)
varying temperature (°C) at constant PEO (900,000gmol™)
concentration of 0.45 wt.% and silica concentration of 25 wt.%

There exists a good trend of increasing relaxation time
with decreasing temperature between temperatures of
15°C and 50°C as can be seen in Fig.14. The results at 40
and 50°C are very similar and the time region in which
samples at both these temperatures relaxed back to its
initial state is between one and two minutes which is very
fast, indicating a quick breakup of the polymer particle
complex at higher temperatures. Temperatures below
15°C, specifically 5°C and 10°C, produced results that
did not fit this trend with the relaxation being
significantly slowed and incomplete after several hours.
At 5°C the plot oscillated between increasing and
decreasing viscosity before reaching a plateau value of
around 148 mPa.s where it remained for roughly half an
hour. Similarly, for 10°C, the results did not fit any
obvious trend and both these cooler temperature tests
were abandoned before there was any indication of the
gel returning to its liquid state due to a time constraint.
Fig.15 plots the relaxation times as a function of
temperature, and an exponential relationship is observed.

Walker (2004) suggested that for the slightly higher
temperatures (15°C to 50°C), the observed trend in
relaxation period is consistent with the thermal motion of
particle and polymer, and at the lower temperatures (5°C
and 10°C) where relaxation appears to be incomplete, the
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aggregate breakup of the polymer particle complex
depends on an activated process. This suggests that there
is some existence of an energetic barrier for the
desorption of the unstable anchoring polymer segments
[2]. Interestingly, at these low temperatures, when the
hood to the rheometer was removed, a significant amount
of the gel had come up out of the serrated double gap cup
which was not observed at the higher temperatures.

Fig. 15. A semi-log plot of relaxation time (s) against
temperature (°C) showing an exponential increase with
decreasing temperature

Conclusion

This research builds upon previous studies that have
performed work on the relaxation process of these shake-
gels [8,10], looking further into depth on the relaxation
process post the increased shear rate and showing that the
gel composition and temperature influence the relaxation
of mixtures of poly(ethylene-oxide) and silica
nanoparticles by orders of magnitude. The relaxation
time is found to depend exponentially on the particle to
polymer ratio with the saturation of silica particles by
long polymer chains forming an inefficiently networked
structure. The relaxation time also exponentially
increases with increasing polymer molecular weight, due
to longer chains providing more adsorption sites per
chain, and decreasing temperature, as particles with
lower kinetic energy desorb slower. There also existed a
maximum viscosity reached by the gel during the process
by which the polymer chains start to coil from their
elongated state at high shear. There appeared to be two
competing effects that determined the strength of the gel,
and the time taken to reach this maximum viscosity also
varied at different silica and PEO concentrations. This
prompted discussion that further work should be
conducted to learn more about the underlying
mechanisms behind time taken for the gel to reach its
peak viscosity.
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A Comparative Analysis of the Supply Chain Models in Cold Chain Healthcare Products
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Abstract CAR T-cell therapy is one of the largest breakthroughs in blood cancer treatment recently. Two therapies have
been approved by the FDA in 2017 and the NHS in 2018 to treat certain blood cancers. Numerous researches have been
done on developing the manufacturing process while little has been done on optimising the supply chain of the therapy.
This paper, therefore, aimed to identify possible improvements on autologous CAR T-cell supply chain in England.
Current autologous supply chain and proposed allogeneic supply chain were analysed. A comparative analysis was
performed on red blood cell, cord blood and the autologous CAR T-cell supply chains to highlight the similarities and
differences. Results suggest that autologous CAR T-cell supply chain can employ existing distribution concepts,
transportation facilities, collection facilities and cell banks from the blood product supply chains. Four conceptual models
and their optimisation formulations were proposed to improve the current supply chain model, where in the future models
can be applied to a larger scale and to reduce cost while maintaining the same patient responsiveness.

1. Introduction

Chimeric antigen receptor T cell (CAR T-cell) therapy is
a type of adoptive cell immunotherapy (Gill, et al., 2016).
A T-cell is a subtype of white blood cell that functions in
cell-mediated immunity. The T-cells are genetically
modified with receptors, which allow the T-cells to
recognize the target cancerous cells. The T-cells are then
infused into the patient’s bloodstream and the infused
cells will aid the patient’s immune system in attacking
specific blood cancer cells (Crow, 2017; Gill, et al.,
2016). In 2017, the U.S. Food and Drug Administration

(FDA) approved two CAR T-cell therapies,
Tisagenlecleuce (marketed as Kymriah®) and
Axicabtagene ciloleuce (marketed as Yescarta®).

Kymriah® is designed for treatments of children and
young adults with recurrent acute lymphoblastic
leukaemia (ALL). Results from a clinical trial with
children and young adults who had no responses to
standard treatments indicate that the therapy has
successfully sent the cancer into 8§2.5% remission while
75% of the patients had no sign of recurrence after 6
months (Guthrie, 2018). Yescarta® is used for patients
with advanced diffuse large B-Cell lymphoma (DLBCL)
and primary mediastinal B-cell lymphoma (PMBCL),
who had no effective responses to two or more previous
treatments. Studies show that the therapy had 54% of the
patients’ cancer completely disappeared and 82% of the
patients’ cancer growth slowed or inhibited. Moreover,
about 40% of the patients had no signs of cancer after
nearly 9 months (Guthrie, 2018). Although most of the
CAR T-cell therapies are offered through clinical trials,
the therapy is expected to be largely commercialised soon
due to its promising outcomes.

A recent market survey suggests that CAR T-cell
financing rounds exceed $950 million U.S. dollars and
the market has seen nearly $20 million U.S. dollars of
capitalization from CAR-T companies (Bioinformant,
2018). Even though the CAR T-cell therapies have
demonstrated strong market potential through growing
investment, the high cost of $1 million US dollars per
therapy remains the major barrier for patients to receive
such treatment (Szabo, 2017).
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This work studied the similarities and differences
between the CAR T-cell supply chain and existing blood
product supply chains under public setting in England.
Possible improvements of the current CAR T-cell supply
were identified following the comparative analysis. The
investigation on the current supply chain models
including autologous and allogeneic CAR T-cell was
carried out first.

2. Background

Although the autologous CAR T-cell therapy has been
proven effective in treating patients with ALL, DLBCL
and PMBCL, both the high cost and readiness of the
therapy have encouraged companies to develop
allogeneic CAR T-cell therapies. Allogeneic CAR T-cell
therapy refers to the treatment that uses the T-cells
obtained from a healthy donor. Currently, the key
challenges lie in minimizing rejection risks related to
donor compatibility which improves the effectiveness of
the therapy (Yang, et al.,, 2015). Researchers from
different institutions have done numerous studies and
some methods have been discovered including gene
editing to eliminate expression of the endogenous T cell
receptor (TCR) (MacLeod, et al., 2017). Allogeneic CAR
T-cells were only tested in lab scale until the first
allogeneic CAR T-cell therapy clinical trial, UCART123
by Cellectis, was approved by the FDA in July 2017
(Fernandez, 2017). However, only 2 months after the
approval, the FDA halted the clinical trial due to a
patient’s death 9 days after being admitted to the clinical
trial. The patient experienced severe cytokine release
syndrome (CRS), which is a common post CAR T-cell
therapy complication (Fernandez, 2017). After the FDA
lifted the clinical hold, Cellectis has reported an 83%
cancer remission rate and raised around $164 million US
dollars for this ongoing clinical development (Burik,
2018). Even though a few clinical trials have shown
positive outcomes, the chance of developing
complication after the therapy remains high and all the
clinical trials are still at a very early stage.

To date, all the CAR T-cell therapies approved by the
FDA are autologous, which means that the T-cells are
obtained from the patient itself. The production process
of CAR T-cells involves several steps and quality control



testing is carried out throughout the process. Apheresis is
used as the collection process to obtain a lymphocyte
enriched product and then counterflow centrifugal
elutriation is performed to separate suitable T-cell
subsets. The collected T-cells are transported to a
laboratory and genetically modified under the Good
Manufacturing  Practices (GMP).  During the
modification process, the T-cells are incubated with a
viral vector. The viral vector brings genetic material of
CAR in the form of RNA, which is then reverse-
transcribed into DNA. While the modified T-cells
multiply in the laboratory and subsequently in the
patient’s body, the CAR is kept on the T-cells since the
DNA is permanently integrated into the genome of the
patient T-cells. As a result, the engineered T-cells will all
have the CARs expressed on their cell surface (Levine, et
al.,, 2017). Following the manufacturing process, the
CAR T-cells are returned to the hospital and infused into
the patient. The CAR T-cells will continue to replicate
within the patient’s body, recognise and eliminate
cancerous cells that have the targeted antigen attached to
their surface (Pfizer, 2017).

Despite the promising results of autologous CAR T-
cell therapies, the first CAR T-cell therapy approved by
the FDA, Kymriah®, has generated only $12 million US
dollars in the first quarter of 2018, nearly 4 times below
the expected sales revenue. CAR T-cells are currently
offered as the final line of therapy to patients who have
failed (or were not eligible) for all other standard
treatments. The high cost is mainly due to the small target
population, there are only several hundred patients every
year who failed the standard treatments and are eligible
to receive CAR T-cells. Nevertheless, Kymriah® is only
available at 32 sites in the US, which further limited the
number of patients receiving this therapy (Labiotech,
2018). Both challenges have resulted in a relatively high
price of $475,000 US dollars per patient. This price is
also due to the boutique-type of manufacturing and the
patient-centric nature of the therapy. All costs
(manufacturing, transport, storage) are reflected on a
single patient, which is different from batch-
manufactured drugs (e.g. tablets or antibodies), where
one production batch serves thousands of patients. In
May 2018, the FDA has approved the use of Kymriah®
to be extended to adults with DLBCL and are now
competing with Gilead’s Yescarta®, which is priced at
$373,000 per patient (Fernandez, 2018). All the above

emphasize the importance of reducing the cost of the
therapy in order to reduce the price and allow a wider
population to have access to this therapy.

In October 2018, NHS has reached agreements with
both Novartis and Gilead. Kymriah® would be available
at treatment sites in London, Manchester and Newcastle
for patients with ALL while Yescarta® would be
provided in London, Manchester, Bristol, Birmingham
and Newcastle for patients with DLCBL and PMBCL.
Every year, around 30 patients would receive Kymriah®
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and up to 200 patients would receive Yescarta® (NHS
England, 2018).

Following the approvals, this research was conducted
to fill the knowledge gaps in autologous CAR T-cell
supply chains. Since allogeneic CAR T-cell therapy is
still in early stage of clinical trials, this work will mainly
focus on investing possible improvements of the supply
chains for autologous CAR T-cell therapies in England.
3. Research Methodology
This report studied and compared the manufacturing and
distribution supply chains of 4 cold chain healthcare
products, namely: (1) autologous CAR T-cell, (2)
allogeneic CAR T-cell, (3) red blood cell (RBC), and (4)
cord blood (CB).

3.1 Comparative Analysis

The supply chain model and product nature were studied
for autologous CAR T-cells to identify the current
standard practice. Following that, an analysis on the
allogeneic CAR T-cell therapy was performed to explore
how using T-cells from healthy donors and the formation
of a cell bank may affect the manufacturing and
distribution supply chain model. Moreover, the supply
chains of RBC and CB were studied with the aim to carry
out a comparative analysis on different phases of the two
blood products and autologous CAR T-cells in their
supply chains. CB was chosen as it involves a cell bank
in its supply chain. RBC was selected as it is produced
solely in England and has a well-developed and adaptable
infrastructure. However, as allogeneic CAR T-cells are
facing considerable hurdles in clinical trials due to
immunocompatibility issues, it was excluded from the
comparative analysis. The phases we compared were: (a)
Collection, (b) Quality control, (c) Manufacturing
techniques, (d) Storage conditions, (e) Transport
conditions, (f) Distribution of products, and (g) Patient
matching. For each phase, similarities, differences and
the potential of applying successful practices from red
blood cell and cord blood supply chain models to the
autologous CAR T-cell case were discussed. Following
the analysis, conceptual supply chain models were
developed for autologous and allergenic CAR T-cell
therapies. These models aimed to adopt all possible
improvements identified in the comparative analysis.

3.2 Production and Distribution Optimisation Model
Given the nature of the conceptual supply chain models
developed, a general supply chain optimisation model
was designed to help determine the optimal production
and distribution network. The design was formulated as
amixed integer linear programming (MILP) optimisation
model, aiming to optimise the economic performance of
the CAR T-cells supply chain network (Guillén-Gosalbez,
et al., 2010). Inspired by the snapshot model, our
optimisation model was formulated over a fixed time
horizon with a time-invariant number of patients
(Almansoori & Shah, 2006).

3.3 Model Feasibility Analysis and Case Studies
Subsequently, the key challenges and bottlenecks of
autologous CAR T-cell supply chains were discussed



along with the feasibility analysis of the four conceptual
models. Lastly, a case study was performed to determine
the optimal production and distribution network of
autologous CAR T-cells in England. The case study was
done in the light of NHS approval, therefore, all facilities
employed are current NHS facilities except for the
manufacturing sites.
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Figure 1, Distribution of different facilities related to a CAR T-
cell supply chain in England.

Locations of facilities involved in blood product supply
chains that can be adapted to CAR T-cell supply chain as
identified in the comparative analysis were compiled in
Figure 1. The map helps formulate the case study in
England and analyse the feasibility of the conceptual
models. Data has been collected from multiple sources as
detailed in the supplementary information. Six NHS
lymphocytes collection sites are NHS blood centres with
T-cell apheresis equipment. Both the hospitals and NHS
blood centres can act as collection sites. GMP
manufacturing facilities refer to existing Medicines and
Healthcare products Regulation Agency (MHRA)-
licenced multifunctional cell and gene therapy

manufacturing facilities, which can produce CAR T-cells.

The treatment sites are hospitals that would provide CAR
T-cell therapies as proposed by NHS. Two NHS cord
blood cell banks in London and Nottingham are marked
as storage facilities in CAR T-cell supply chains. Centres
of Excellence for Advanced Cancer Therapies are where
the patients receive standard treatments, which gives a
reasonable indication of patient distribution.

4. Results

4.1 Supply Chain Model Identification

4.1.1 CAR T-cell

A CAR T-cell therapy by nature is infusing a large
number of modified T-cells that can enable and facilitate
an immune response in fighting cancerous cells into the
bloodstream. A common CAR T-cell supply chain can be
divided into the following parts. Firstly, T-cells need to
be obtained from the patient itself (autologous) or a
healthy donor (allogeneic) by apheresis. These T-cells
need to be cryopreserved and transported to a Good
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Manufacturing Practice (GMP) cell processing facility to
be genetically modified via viral vectors. The modified

Reinfuse ~
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patient 3 -4 hours,
L day, at ~25°C
at ~25°C

1 -7 days, Transport to
at <-150°C

Transportto 1 -7 days,
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7 — 15 days, 10 days,
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Control H/Ianufacturing

cells are then expanded in population after which a
quality control w