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Preface

This volume of Chemical Engineering Research collects the unedited research project reports
written by 4% year undergraduates (Class of 2022) of the M.Eng. course on Chemical
Engineering in the Department of Chemical Engineering at Imperial College London. The
research project spans for one term (Autumn) during the last year of the career and has an
emphasis on independence, ability to plan and pursue original project work for an extended
period, to produce a high quality report, and to present the work to an audience using
appropriate visual aids. Students are also expected to produce a literature survey and to place
their work in the context of prior art. The papers presented showcase the diversity and depth of
some of the research streams in the department, but obviously only touch on a small number
of research groups and interests. For a full description of the research at the department, the
reader is referred to the departmental website'.

The papers presented are in no particular order and they are identified by a manuscript number.
Some papers refer to appendixes and/or supplementary information which are too lengthy to
include. These files are available directly from the supervisors (see supervisor index at the end
of the book). Some of the reports are missing, being embargoed as they contain confidential
information. A few reports correspond to industrial internships, called LINK projects,
performed in collaboration with Shell.

2022 continued to be challenging time, as many experimental facilities were either temporarily
closed down and/or had restricted access as a consequence of the measures to mitigate the
Covid-19 pandemic. This is reflected in a larger fraction of the research projects being
theoretical or computational in nature.

Cover figure corresponds to an polarized microscopy image of an anionic polymer solution
(taken from the work of Ho Maeng and Yesol Kim, manuscript 6).

London, February 2022

! https://www.imperial.ac.uk/chemical-engineering
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Evaluation of Virtual Reality Training through a validated
engagement index and subjective metrics

Caleb Sheng and Xiaozhou Feng

Department of Chemical Engineering, Imperial College London

Abstract

In recent years there have been an increasing number of studies into using Virtual Reality (VR) for training purposes
due to reduced cost and increased convenience. Previous studies suggested using eye-tracking and heart rate monitoring
as objective metrics and the Immersive Experience Questionnaire (IEQ) as the subjective metric to measure cognitive
load. In this paper, engagement was assumed to be an indicator of the effectiveness of VR training platforms. This
study developed a novel engagement index computed from eye-tracking, heart rate and body motion data to quantify
engagement levels. 61 participants carried out a VR assembly task simulation, and their data were collected. The
comparison of engagement between two demographic categories, namely those who require optical correction and those
with previous VR experience, demonstrated a small enough statistical difference to conclude the training platform as
non-selective towards those groups. The questionnaire adapted from IEQ provided similar findings to the engagement
index, where the Assessment tasks generally scored higher. However, the usefulness of the subjective metric requires
further investigation as it failed the Cronbach Alpha test. In addition, the engagement index was observed to change as
a result of perceived difficulty and stimuli such as acoustic feedback and emotional involvement. Whilst a correlation
was observed, due to limitations of the VR simulation, a robust relationship was not established. As a result, this paper

recommends improvements to the simulation and further studies to be conducted.

Keywords— Virtual reality, Engagement, Eye-tracking, ECG, Body Motion, IEQ

1 Introduction

Chemical Engineers often train on large pilot plants to familiarise
themselves with operating and safety procedures. However, train-
ing on pilot plants is not only reliant on their availability and lo-
cation but is also extremely costly. For example, Imperial Col-
lege’s Carbon Capture pilot plant costs approximately £2 million
to build, with the capacity of teaching only 300 engineers a year
[1][2]. In addition, the handling of dangerous chemicals on pi-
lot plants also incurs safety risks, especially if operated by in-
experienced engineers. Furthermore, the COVID-19 pandemic
has resulted in increased working from home, thus reducing the
opportunities for engineers to train in person. All these factors
point towards alternative means of training chemical engineers.
Interactive virtual reality (VR), primarily using head-mounted dis-
plays (HMD), has recently seen an enormous uptake in users, with
17.7% of the US population expected to have used VR monthly by
the end of 2021 [3]. This is mainly due to the fast advancements
of VR in fields such as gaming, allowing the creation of more de-
tailed and immersive environments. Advancements in dynamic
foveated rendering have improved headset framerates by up to 66
% and reduced shading loads up to 72% [4]. In addition, the onset
of COVID-19 and social distancing has spurred increasing desire
to use VR in social engagements, with 77% of survey respondents
expressing interest in using VR to interact with one another [5].
As a result, there has been increasing enthusiasm for VR based
training which can provide a more convenient, inexpensive, and
safer alternative to conventional training methods [6][7].

2 Background

2.1 Engagement

Greater Engagement, along with immersion and presence, is fre-
quently used within the field of VR as an indicator of success.

Although McMahan [9] pointed out that engagement should only
be classified as the first step towards immersion, the three con-
cepts are often used interchangeably. Three key criteria have been
identified to produce an engaging platform: matching the user ex-
pectation with the environment design, significant impact of user
actions, and consistency in the virtual environment.

2.2 Objective Metrics

Eye-tracking has been identified as a critical indicator in estimat-
ing cognitive load, particularly the analysis of the pupil diameter
[Foundations of Augmented...][Measuring cognitive load using].
Fluctuations in pupil diameter have been shown to directly relate
to cognitive load through a metric known as the Index of Cognitive
Activity (ICA) [foundations +IPA paper]. Despite this, the method
to compute ICA is proprietary and not publicly available. A more
recent study into the Index of Pupillary Activity (IPA) has shown
similar relations to cognitive load. IPA was used in this study due
to its non-proprietary nature and its thorough and detailed open-
source documentation [18]. Moreover, there is evidence to suggest
that IPA can distinguish between task difficulty[SOURCE]. Eye-
tracking related metrics have not yet been established as an indi-
cator of measuring engagement levels. Some studies have used
Electroencephalogram (EEG) as a metric to measure engagement
in VR systems [21][6]. However, a strong relationship between
brain waves and engagement is yet to be established. Further-
more, there are many limitations to using EEG as a metric due to
its intrusive nature and the requirement of direct scalp contact[5].
By implementing Electrocardiogram (ECG), the electrical signals
generated from the heart is measured. This is usually achieved by
placing electrodes close to the heart, and the intensity and timings
of the signals are captured. The variability of heart rate specifically
is a powerful indicator of stress [17]. As concluded by Meshkati
[18], it is one of the most robust measurements of mental work-
load.



2.3 Subjective Questionnaire

Implementing a subjective metric allows the participants to self-
assess their engagement level. In literature [8], various types of
questionnaires have been proven to be effective, including Immer-
sive Experience Questionnaire (IEQ), Game Experience Question-
naire (GEQ), Simulator Sickness Questionnaire (SSQ), and so on.
The training used in this study was considered to be relatively sta-
tionary, hence SSQ was not considered. To measure the success of
VR training, a few key psychological senses were identified: flow,
cognitive absorption, presence, and immersion. Immersion refers
to the dissociation with the real world, feeling the presence in the
virtual environment. In order to achieve high levels of immersion,
the virtual environment must reflect conventional expectations of
action impact, and the conventions must remain consistent. En-
gagement, to be distinguished from immersion, refers more to the
emotional connection of the user to the events within the virtual
environment. An example is the urge to want to gain points during
a quiz. [10] Lastly, motivation is important, especially for the pur-
pose of teaching or training, to ensure the completion of modules.
IEQ focuses on five metrics: challenge, control, real-world dis-
sociation, emotional involvement, and cognitive involvement [8].
The questionnaire implemented in this study was adapted and con-
densed into 16 questions covering all five metrics, tailored to suit
the application.

2.4 Platform Design Considerations

Within the last ten years, a wide range of studies have been con-
ducted on the effectiveness of utilising VR, namely the extent of
immersion and cognitive load. Studies have shown using an HMD
produces a stronger sense of presence [11], which leads to higher
engagement levels [10]. Moreover, first-person VR experiences
greatly add to the sense of presence over third-person experiences
[6]. The choice of graphic imagery is also crucial. The study from
Li Y. shows that there is a notable and robust positive relationship
between the mere presence effect of graphics and user engage-
ment. However, the engagement enhancement of colours is shown
to be inconsistent, as mental overload can occur. Within the field
of VR, studies have confirmed the effectiveness of simple graph-
ics, improving engagement by 21% (Peter Chapman). Moreover,
as mentioned previously, engagement is high when the platform is
consistent. Having simple imagery would result in less load on the
hardware, allowing a smoother frame transition leading to higher
engagement.

2.5 Statistical Comparison Methods

The primary method to determine whether two sample groups are
statically different is the Mann-Whitney U test, which is a non-
parametric test [13]. It evaluates the ranking of two independent
groups from low to high and compares the sum of the rankings.
Unlike the student T-test, it can analyse non-normally distributed
data. This distribution is verified using the Shapiro-Wilk test [14],
otherwise the student T-test should be implemented. The null hy-
pothesis of the Mann-Whitney U test is that the two groups are not
statistically different, which can be rejected if the p-value is less
than 0.05. It also computes a U value, which is the lower of the
two calculated Ui values as shown below:

5 (H
Where R; is the sum of sample ranking, and n; is the size of sam-
ple i In the development of IEQ, the internal consistency of the
data set was assessed using Cronbach’s Alpha ((Rigby, Brumby,
Gould and Cox, 2019), which is also known as the tau-equivalent
reliability. For k items, each with an associated score of Xi, the

Ui=Ri -

Cronbach’s Alpha can be calculated with the following formula
[15]:

ko Tt
—1 2

Ox
where o represents the variance
The threshold of data reliability is 0.7, and any values below will
deem the data set to be unreliable. In this study, the Cronbach’s
Alpha number was computed using SPSS 28.0.

pr = 2

2.6 Aim

This study aims to implement the strengths of previous studies and
improve on their weaknesses, to develop more refined engagement
measurements with a more robust methodology. In addition to
eye-tracking, which is commonly used within this field, body mo-
tion and heart rate were monitored to provide a more reliable data
set. The first-person user interaction is enhanced through a set of
controllers, aiming to maximise engagement. Finally, this study
intends to evaluate the effectiveness of a subjective engagement
metric and define a non-biased engagement index.

3 Methods

3.1 Participants

For this study, 61 participants (39 males, 21 females and 1 non-
binary) were selected between the ages of 18-61, primarily from
Imperial College London. Participants were not expected to have
any engineering background as the simulation required no prior
knowledge. From a pre-experiment survey: 44.3% of partici-
pants had some prior experience in VR, 37.7% of participants wore
glasses, and 18% wore contact lenses. The vast majority of partic-
ipants, however, were from the younger age ranges of 20 (21.3%)
and 21-30 (72.1%).

3.2 Materials

Eye-tracking data was recorded using a Pico Neo 2 Eye VR Head-
set due to its in-built eye-tracking capabilities and Qualcomm
Snapdragon 845 processor, allowing for recordings to be taken
from any location. In addition, the headset came with hand con-
trollers allowing participants to interact with their environment.
Both the headset and controllers were also capable of head and
controller motion tracking, allowing IBA to be calculated. ECG
data was recorded using a Polar H10 Heart Rate Sensor due to its
industry-leading accuracy, ease of use and efficient data streaming
capabilities. Statistical analysis was computed using SPSS 28.0
due to its wide usage within the field. [Nitesh Bhatia paper].

3.3 Simulation Outline

The Pre-Training simulation consisted of placing an empty box
onto a table and closing it with a lid before placing the closed
box onto a conveyor belt, all whilst under vocal and visual assis-
tance. The purpose of Pre-Training was to familiarise participants
with the VR controls and environment so that whilst undergoing
Training and Assessment simulations, difficulties faced would be
associated with the task at hand and not with using the controls
themselves. The Training simulation consisted of an initial eye
calibration test, followed by the box assembly task. The eye cali-
bration test involved looking at both white and black screens and
following a blue dot with your eyes in order to calibrate the partic-
ipants eye psychometric data. The steps in the box assembly task
are outlined in Table [5 column table with experienced difficulty]
and a screenshot of the environment can be seen in Figure [Insert



Pic of VR simulation]. All of these steps were carried out under
vocal and visual assistance. In the case of Print Label, this oc-
curred automatically after the Start Process button was pressed and
was accompanied by an audible printing sound. The Assessment
simulation consisted of only the box assembly task as outlined in
Table [5 column table with experienced difficulty], however this
time with no vocal or visual assistance. It should be noted that in
all simulations the tasks must be done in the right order to proceed.

3.4 Procedure

A play space of at least 3mX2m was initially set up to allow the
participants to easily carry out the activities without obstructions.
Before taking part in the study, participants first read through an
information sheet detailing the activity they would be taking part
in. They were then instructed to complete both a consent form and
a Pre-Training Volunteer form. Participants were then instructed
to wear the Polar H10 Heart Rate Sensor just below the chest with
direct contact to the skin. Following this, participants put on the
VR headset and carried out the Pre-Training. After the partic-
ipants were comfortable with the grab and trigger controls, and
overall movement in the environment, they took part in the Train-
ing. Once completed, a series of questions were asked about their
experiences. It was made sure that the participants did not remove
their headset when answering these to ensure the prior calibration
and fit of the headset was still appropriate. Next, participants car-
ried out the Assessment followed by a questionnaire asking about
their experiences. In situations of difficulty, 20 seconds was waited
before vocal assistance was given. Eye-tracking, ECG, Head and
Motion Controller data was recorded for each participant in both
the Training and Assessment simulations. The engagement index
was calculated from three different metrics: IPA, Index of Body
Activity (IBA) and Index of Heart Activity) IHA. IBA and IHA
were calculated in the same way to IPA but using ECG and Mo-
tion data. These three metrics were then normalised relative to the
participant population before being averaged to compute the en-
gagement index. Task duration was seen as the primary indicator
of task difficulty [Effectiveness of Virtual] as a more difficult task
is expected to take longer to complete. In order to assess whether
or not a participant found a task difficult, the Assessment task du-
ration was compared to the Training. If the task took longer in the
Assessment than Training, factoring in a 25% increase, then the
participant was deemed to have experienced difficulty.

4 Results and Discussion

4.1 Procedure

Though 61 participants were selected for this study, the engage-
ment index could only be computed for 32 participants. This was
due to issues related to the hardware, physical environment and
virtual simulation, such as poor room lighting leading to lost IBA
data and the headset overheating leading to lost IPA data as out-
lined in Table XX [Table with IPA, IBA and IHA Metrics]. These
issues were alleviated by switching rooms and procuring another
identical headset for data collection. The largest problem was re-
lated to the heart rate sensor being unable to record ECG data for
multiple participants in succession. Therefore, there were signifi-
cantly fewer IHA metrics computed at only 34 for Training and 38
for Assessment. As it was desired to compare participant engage-
ment across both Training and Assessment this resulted in only 32
common engagement indexes being calculated.

4.2 Demographic Findings

To evaluate the usability of the platform, two examples of the de-
mographic features were isolated, and their statistical significances
were computed using the Mann-Whitney U test. The first feature
identified was the need for optical correction, namely glasses.
Eye-tracking feasibility and comfort were concerns regarding
wearing glasses inside the headset. Secondly, having previous VR
experience can provide an advantage as those participants would
be more comfortable with the gestures and environment. As seen
in the table above, the participants who wore glasses are on av-
erage ranked lower in both Training and Assessment, implying
that their engagement indices are higher numerically. As it was
only expected that the glasses could hinder their performance, it
can be concluded that this training platform is feasible for those
who need optical correction. On the other hand, the participants
with previous VR experiences performed better than the others
in both modules, confirming the previously stated expectations.
All four p-values computed are above the threshold of statistical
difference, therefore the sample groups cannot be separated. This
concludes that the two demographic characteristics should not
hinder the training platform usability.

Category Module Criteria Popu}atlon
Size
- .. Yes 14
VISIOI.I Training No 3
Correction
(glasses) Assessment Yes 14
£ No 13
Previous Training Yes 13
No 19
VR
Experience | Assessment Yes 13
P No 9
Mann-
Mean Rank Whitney U P-value
19.00
329 81.0 0.091
19.93
1333 78.0 0.071
17.15
16,05 115.0 0.744
19.31
1453 87.0 0.170

Table 1: Mann-Whitney U Test on Demographics

4.3 Statistical Analysis of Training compared to As-
sessment

By employing the Mann-Whitney U test, the difference in engage-
ment between Training and Assessment can be determined

Mann- P
Module Ilfaej]‘; Whitney | (2
U tailed)
Question- Training 42.75
naire Assessment | 72.25 7835 <0.001
Engagement Training 29.72
Index Assessment | 35.28 4230 0.232

Table 2: Training vs. Assessment Questionnaire Results
From both the questionnaire and computed engagement index, the
Assessment showed a higher level of engagement. It is to be noted
that the questionnaire result was obtained from a much larger pop-
ulation (57 valid data points); therefore, the higher U value has no
statistical significance. By assessing the 2-tailed p-value of both
metrics, the questionnaire suggests a statistical difference between



the two modules, whereas the opposite is observed from the en-
gagement index. The discrete scale of the questionnaire can be a
contributing factor to the difference, as it will be more likely that
the recorded scores are numerically further apart. Additionally,
after computing the Cronbach’s Alpha test on both metrics, the
questionnaire failed the reliability threshold of 0.7, presenting a
score of 0.570 for the sample population. Through implementing
the “scaled if deleted” function on SPSS 28.0, the question that
contributed most significantly to the unreliability is “How well
do you think you performed in the training experience?”, with
the reliability index increasing to 0.678 after deletion. This is
an indication that subjective views are influenced largely by the
confidence level of individuals, which is an additional degree of
freedom to the measurement. In order to utilise questionnaires
as an effective engagement metric, further design refinement is
necessary.

4.4 Engagement Index

Figure 1 a reveals that in most cases, higher levels of engagement
were observed across the Assessment, with the exception of both
Place Lid and End Process. This illustrates that participants felt
more engaged in the Assessment, possibly due to the lack of both
visual and vocal instructions, leading to a more realistic and im-
mersive environment. Moreover, the challenge of recalling the
correct task order has resulted in higher levels of engagement. Ta-
ble [Wide table with 5 columns and some red text] reveals a larger
standard deviation across the majority of tasks in the Assessment,
with the exception of the Print Label and Move Box. This demon-
strates how the engagement across participants greatly differed,
possibly as a result of varying levels of difficulty experienced.
Figure [Average Engagement Index] shows a higher engagement
index in Print Label compared to Start Process, indicating a re-
lationship between acoustic stimuli and engagement. The Print
Label sound validated whether or not the Start Process button had
been successfully pressed and thus enhanced engagement as the
participants were sure they could proceed further. By dividing the
participants into more engaged in Assessment and more engaged
in Training for each task, the latter group can provide additional
information on the effect of task design on engagement.

Figure ?? represents the population size who found the as-
sessment module more engaging, with “0” depicting exactly half
of the sample size (16 people). The three tasks with fewer than
half of the population should be highlighted: Start Process, Place
Lid, and End Process. This coincides with the most difficult tasks
ranking by the participants:

Ranking
of Task Training Assessment
Difficulty
1 End Process End Process
2 Start Process | Start Process
3 Grab Lid + Grab Label +
Place Lid Attach Label
4 Grab Label + Grab Lid +
Attach Label Place Lid

Table 3: Ranking of Most Difficult Tasks by Participants
Without vocal instruction, these difficult tasks seem to dis-
sociate the users from the training platform, possibly due to the
unintuitive or unrealistic task designs. For example, for the End
Process step, the participants needed to recall the step which takes
place before the packaging process finishes, as well as put their
hand into the screen. This mismatch with their expectations of re-
ality can be a significant source of disengagement. IPA, IHA, and
IBA were assumed to all be equally weighted when calculating the
engagement index. However, the validity of this weighting is yet

to be confirmed. Furthermore, collecting more IPA, IHA, and IBA
data from each participant would allow for normalisation relative
to their own levels of engagement. This all would result in a more
robust computation of the engagement index.

4.5 Task Duration

hhl il

Figure [average task duration] reveals an opposite trend to that of
the engagement index. As expected, task duration is lower in the
Assessment than Training as participants were carrying out a task
for the second time. However, in the case of End Process, the
average task duration was 317% longer in the Assessment. It was
observed from the data collection that the majority of participants
forgot to click End Process before trying to move the full box
onto the conveyor belt, preventing them from proceeding. In a
few cases, this step was forgotten entirely, and vocal assistance
had to be provided to ensure that the Assessment was completed.
Table [5 column table with experienced difficulty] illustrates, in
accordance with the average task duration, that End Process was
the most difficult task with 16 participants experiencing difficulty.
Table [5 column table with experienced difficulty] reveals that in
91.2% of cases where there was task difficulty, the participant’s
engagement index also dropped. Whilst this is the case, the mag-
nitude of the difference in participant engagement is not reflected
in the task duration, with values ranging from -0.12 to 0.01. It
was initially thought that participants who showed low levels of
engagement in Training would exhibit greater difficulty in the
Assessment, reflected by a higher task duration. However, after
this comparison, no clear relationship could be established. This
perhaps shows the lack of a direct link between one’s engage-
ment levels and how much attention they paid during the Training.
When comparing the engagement index in Assessment itself to
the Assessment task duration, a greater correlation is revealed.
Figure [Correlations in End Process] illustrates a slight negative
correlation between the engagement index and task duration for
the End Process task, showing that participants with lower en-
gagement generally took longer to complete the task. However, it
could not be established whether there was a linear or exponential
relationship.
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When observing a task that only 1 participant experienced diffi-
culty in such as Grab Small Gear, Figure [Correlations in Grab
Small Gear] illustrates little to no correlation between the en-
gagement index and task duration. These findings illustrate how
tasks with greater difficulty (End Process) exhibit a much stronger
relationship with the engagement index than those with lower
difficulty (Grab Small Gear). This is due to the greater range of
task duration in more difficult tasks, and thus small variations
in one’s base task duration are less pronounced. Therefore, a
limitation discovered was the lack of difficulty in the assembly
procedure, pointing to the desire to implement harder tasks in
order to compute a more robust relationship. Some limitations of
this analysis were that there were multiple independent variables
that could have caused the engagement index to lower, such as
the increased difficulty in remembering tasks, the lack of vocal
and visual instruction as well as the incurred boredom from task
repetition.

5 Conclusions and Outlook

5.1 Conclusions

In this study, engagement level was quantified using both subjec-
tive metrics as well as a defined engagement index. The usefulness
of each metric was evaluated, and the current training platform
design was critically analysed. The engagement index computed
from eye-tracking, heart rate, and body motion was found to be
more reliable compared to the traditional questionnaire metrics,
subject to the limitations of the current question designs. Engage-
ment is found to be related to task difficulty, which in the study
was shown through correlating engagement index to task duration.
Despite the observed trend, no clear correlation was derived due
to the uncontrolled independent variables. Further studies will be
necessary to quantify a concrete relationship between them. Ad-
ditionally, the strengths and weaknesses of the current platform
design provide insights into possible improvements to enhance en-

gagement, namely the implementation of stimuli. Finally, through
statistical analysis of the performance variation across the partic-
ipant demographics, the current platform is found to be suitable
for users who need optical corrections and the ones without any
previous VR experiences.

5.2 Outlook and Future Works

In order to take this study further, some improvements are sug-
gested from both participant feedback as well as observations
taken from conducting the procedure. The main suggestions in-
clude the implementation of more haptic and acoustic feedback,
as well as allowing participants to proceed even if the tasks are
not performed in the correct order. These changes would make
the simulation reflect real life more accurately and ensure that par-
ticipant engagement does not drop as a result of these flaws. A
more diverse population should also be tested, particularly those
that are older and from different educational and cultural back-
grounds. In order to establish the effectiveness of the VR training
itself, in-person data should be collected and use the performance
as a benchmark to evaluate the VR training effectiveness. The
questionnaire unreliability suggested by the low Cronbach’s Alpha
also requires further improvement in order to design robust future
studies. The questions were answered on a scale of 1-5, which
are very discrete quantities to obtain a continuous data distribu-
tion. Therefore it is recommended to implement larger scales such
as maximums of 7 or 10. Secondly, some questions demonstrated
significant response inconsistencies due to the varying confidence
levels across participants. Questions requiring them to assess their
own performance should be eliminated. Lastly, questionnaires are
generally considered to be invasive methods of subjective data col-
lection, often skewing the responses to the views of the investiga-
tors. Other survey forms such as focus groups and interviews are
therefore recommended, and quantification techniques need to be
developed. In the future, investigating the transferability of this
study into other fields such as process plant training and surgery
operations should be looked into, as frequently suggested by par-
ticipants. In the field of education, the engagement index could
be applied as a key indicator of one’s reception to certain learn-
ing media. Therefore, allowing the future implementation of an
automated learning delivery system that would provide one with
information that exhibits the highest levels of engagement.
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Characterisation of Polyethylene Fibres as a Reference Hydrophobic
Material for Chromatographic Separation of Peptides
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Abstract: Reversed-phase chromatography on silica-based stationary phases is the most widely employed
chromatographic technique for peptide purification. However, issues with silica-based resins arise due to the
presence of residual silanols which interfere with the hydrophobic character of the stationary phase. This study
investigates the potential of replacing conventional resins with Spectra 75 polyethylene fibres to create a column
with exclusively hydrophobic interactions. A selection of established methods were employed to characterise the
fibre stationary phase in comparison to a conventional silica-based column. The potential of the novel column
was evaluated for uses in peptide separation and the development of a peptide hydrophobicity index with RP-
HPLC through gradient elution of model peptides. The comparative performance of the Spectra 75 column
revealed its limited separation power due to a significantly lower surface area within the column, resulting in
greater resolution with the conventional column. Despite limited retention, a peptide hydrophobicity scale was
successfully developed using elution concentrations in the Spectra 75 column and correlated with theoretical
values and contact angles. This study has yielded demonstrable potential of Spectra 75 fibres for peptide
separations with increased surface areas and a novel method for development of a peptide hydrophobicity scale

to aid in separation processes.

Introduction

High-performance liquid chromatography (HPLC)
is one of the most widely used analytical techniques
in the pharmaceutical and biotechnological
industries. It is used to separate the components in a
mixture based on their physicochemical properties
and affinities to the mobile and stationary phases of
the HPLC system. Chromatographic separations are
particularly relevant to pharmaceutical applications
as they account for the largest fraction of separation
costs for downstream processing of peptide-based
drugs, such as insulin (Hardick et al., 2015).

Over the years, a variety of chromatographic
modes have been developed, such as normal-phase
(NP-HPLC), reversed-phase (RP-HPLC), size
exclusion (SEC), and ion exchange (IE). By far, the
most common is the reversed-phase technique,
accounting for over 90% of all HPLC separations
(Zuvela et al., 2019).

The commonly utilised chromatographic modes
for peptide separation are size-exclusion (SEC), ion-
exchange (IE) and reversed-phase (RP-HPLC)
(Mant et al., 2007), the selection of which is
governed by the properties of the target peptide
analyte and its impurities.

In SEC, the separation is based on the
hydrodynamic radii of the analytes. Although this
technique is highly used in pharmaceutical
applications and protein purification, it has a
molecular weight cut-off of 5 kDa that only covers
the maximum size range of peptides (generally
between 0.1 to 6 kDa) (Mant et al., 2007).
Additionally, if the target peptide is chemically
synthesised, the by-products contain similar amino
acid sequences as the main product; hence, the target
peptide analytes are frequently of comparable
molecular size to such impurities. As a result, the
SEC technique can only be employed in a scarce
subset of applications of peptide purification.

IE chromatography is based on the net charge
and charge distribution of the molecules of interest.
This technique is vastly utilised to separate proteins
from biological debris due to its high selectivity
(Stanton, 2004). However, the main disadvantage of
this type of chromatography is that it requires
extensive method development and elaborate fine-
tuning. In addition, it is limited when the peptides in
the mixture have similar isoelectric points.

On the other hand, RP-HPLC is by far the most
relied upon mode for peptide separation due to its
versatility and easier method development (Mant et
al., 2007). Most importantly, this technique relies on
the hydrophobic interactions between the stationary
phase and the components of interest. Since peptide
sequences are composed of amino acids which vary
greatly in their hydrophobicity, these compounds are
perfect candidate analytes for chromatographic
separations based on hydrophobic interactions.

The majority of RP-HPLC columns are currently
packed with silica supports. These silica-based
resins are generally preferred to carbon- and
polymer-based resins due to their well-understood
and controllable pore structure and morphology, and
physical stability which guarantee rapid mass-
transfer, good loadability, and high reproducibility.
In order to provide a hydrophobic character to silica
supports, these are modified by chemically bonding
of alkyl chains to their surface (Zuvela et al., 2019).

Despite alkyl-modified silica-based resins being
the stationary phase of choice for most
chromatographic applications, complex issues arise
due to their surface chemistry. Even after the resin is
chemically modified, a significant portion of its
surface contains free silanol (Si-OH) groups. Since
silanols are species that can participate in the
formation of hydrogen bonds with its hydroxy group
and electrostatic interactions with its ionised form,
such can potentially affect separation of analytes



(Bocian and Buszewski, 2012). Many manufacturers
pre-treat the silica with a mineral acid wash to
ensure low silanol activity for stationary phase
preparation (referred to as ‘base deactivated silica’).
It is also very common to employ an end-capping
procedure in which the alkylated silica surface
undergoes subsequent reactions with short alkyl
chain silanes to reduce the amount of residual silanol
groups. However, even after end-capping, more than
50% of silanol groups remain active (Borges, 2014).

Regarding the current techniques to overcome
this problem, the addition of 0.1% TFA in the
mobile phase suppresses the ionic interactions
between peptides and surface silanols, however, it
also  interferes with and reduces the
chromatographic signal, thus lowering sensitivity
(Supelco, 2002). In addition, the issue of residual
silanols led to the development of various hybrid
silica adsorbents and silica-hydride materials,
referred to as Type C silica. In Type C silica the
surface is populated with silicon-hydride (Si-H)
groups, which are less polar than silanol groups.
(Borges, 2014).

Although methods to minimise the effects of
residual silanols have been developed, they provide
only a limited alleviation of the problem. A
definitive approach would the complete substitution
of silica-based resins with a different column
packing material.

The material of interest in this study is ultra-
high-molecular-weight polyethylene (UHMWPE)
which was used to pack an HPLC column in the
form of fibres. Due to the chemical composition of
this polymer, the interactions between potential
analytes and the PE stationary phase are
hypothesised to be exclusively hydrophobic. Its
highly crystalline structure also guarantees
chemically robust and relatively uniform surface
properties. As a result, the HPLC column could
potentially prove useful for the separation of
peptide-based drugs with regards to their
hydrophobicity. In addition, the column could be
employed as a new standard to evaluate the
hydrophobicity of peptide molecules, as opposed to
conventional techniques, such as modelling and
contact angle measurements. Hence, the aim of this
study is to propose and characterise polyethylene
fibres as an alternative stationary phase and a
hydrophobic reference material for chromatographic
peptide separation.

To fully describe a stationary phase with regards
to its main physico-chemical properties, suggested
applications, and potential limitations, the column
must first be characterised. This usually consists of,
but is not limited to, a combination of
chromatographic, thermal, spectroscopic, and
computational methods. This study explores the
application of a selection of these characterisation
methods to the proposed Spectra 75 HPLC column.

Background

Over the years, there has been sporadic interest in
the potential of polymer fibres for liquid
chromatographic (LC) separations. The nature of
research conducted has typically been limited to
specific and unique applications of a single material;
however, a more general two-part study was
published in 2008-2009 by R Kenneth Marcus,
discussing the physical and chemical rationale for
polymer fibre stationary phases.

In this study, differently structured fibre phases
in existing literature are reviewed. The most
straightforward method uses aligned fibres
extending along the flow axis of the column, in
which the voids between fibres are effectively
capillary channels. The capillary diameter and
exposed surface area are dependent on the packing
density and the individual fibre diameter. This
method has been further developed with the use of
capillary-channelled polymer fibres (C-CP),
produced by melt-extruding typical polymer fibres
to create continuous capillary channels running
along the fibre axis. C-CP fibre phases have
demonstrated the ability to separate a variety of
organic compounds, including amino acids and
proteins.

Studies have shown that higher efficiencies can
be achieved with fibre phases compared to silica
particles as linear velocities can be increased to
much greater values. The primary trade-off is the
very low specific surface area of around 1 m?/g,
compared to porous materials with a very wide range
between 150-400 m?/g. This decrease in the surface
area reduces the potential loading capacity of
columns (Marcus, 2009). While silica-based
adsorbents are superior for small molecule
separations, when it comes to macromolecules, the
physicochemistry of polymer fibres allow for
efficient mass transfer, low column back pressures
with high mobile phase flow rates and chemical
versatility.  Therefore, polymer  fibre-based
separations can be developed as a means of
complementing traditional methods in areas they
prove to be superior rather than as a replacement.

Hydrophobic interaction chromatography (HIC)
is a form of RP-HPLC, primarily employed for
protein separations. It tends to wuse a less
hydrophobic medium and thus weaker interactions
to ensure the structural integrity and biological
activity of the proteins is retained. In 2019, Wang
and Marcus evaluated the separation of proteins
using polyethylene terephthalate (PET) CC-P fibre
phases, demonstrating that the PET C-CP column
produced better separation efficiencies with much
shorter analysis times compared to a commercially
available HIC phase (Wang and Marcus, 2019). This
was expanded on with a publication by a research
group this year in which they presented a novel
method of using a PET C-CP stationary phase to



isolate lentiviruses with HIC (Huang et al., 2021).

The reliance on the hydrophobicity of proteins
and peptides for separations has made the
establishment of a hydrophobicity scale an
important area of study. The grand average of
hydropathicity (GRAVY) is a commonly used index
which calculates the hydropathicity of an amino acid
sequence by summing the experimentally
determined hydropathicity values of each individual
amino acid and dividing by the length of the
sequence (Kyte and Doolittle, 1982). Since then,
there have been several scales published to rank the
hydropathicity of amino acids, typically obtained by
partitioning in two immiscible liquid phases.
However, this method does not consider the
structural changes when amino acids are connected
in a peptide. A group in 2016 tried accounting for
this by simulating contact angle measurements of a
water nanodroplet on a modelled peptide plane of
unified amino acids (Zhu et al., 2016). Another
method for characterising peptide hydrophobicity
through RP-HPLC was developed by Krokhin and
Spicer by correlating retention factors to the
hydrophobicity of the peptides (Krokhin and Spicer,
2009).

Despite the recent additions to this field, there
exists a gap in the literature worth exploring with
regard to the use of pure PE fibres for evaluating
hydrophobic interactions of peptides. In this study,
properties of low-density PE fibre were
characterised ~ through  different  analytical
techniques. Additionally, the potential uses of this
material for peptide separations and as a reference
for peptide hydrophobicity were assessed through
inverse chromatography techniques.

Materials and Equipment

Materials

Spectra 75 polyethylene fibre was kindly provided
by Honeywell (USA). The follwoing reagents were
purchased from Merck (Germany): Uracil (99%),
Ethylbenzene (anhydrous 99.8%), Propylbenzene
(98%), Butylbenzene (99%), Pentylbenzene (99%),
Hexylbenzene  (97%), o-Terphenyl (99%),
Tripenylene (98%), Caffeine (ReagentPlus, 99%),
Benzylamine, Phenol (=99%), Phosphoric acid
(ACS reagent, >85 wt. %), Potassium phosphate
monobasic (ACS reagent, >99.0%), Potassium
phosphate  dibasic (ACS reagent, 2>99.0%),
Potassium hydroxide (ACS reagent, >85%, pellets),
n-Hexane (99%), n-Heptane (99%), n-Octane
(anhydrous, >99%), n-Nonane (99%), Ethyl acetate
(>99.5%), Dichloromethane (anhydrous, >99.8%),
Diiodomethane (ReagentPlus, 99%). Other reagents
were obtained from VWR International: Ethanol
(99.8%), Acetone (pure), Hellmanex® III. All
HPLC-grade organic solvents were purchased from
Fisher Scientific: Methanol (99.9%, 2.5 L). ,
Acetonitrile  (99.8%, 2.5 L). Peptides Pl

(LGGGGGGDGSR), P2 (LGGGGGGDFR), P3
(LLGGGGDFR), P4 (LLGGGGDFR) and P5
(LLLLDFR), developed by Krokhin and Spicer,
were chemically synthesised by GeneScript
(Netherlands) with a minimum purity of 95% and no
termini modification.

Equipment

HPLC analytical column (300 X 4.6 mm ID),
analytical HPLC column Luna C18(2) (150 x 4.6
mm D), Shimadzu Prominence LC20 modular
HPLC system, Ohaus PX163 Pioneer Analytical
Balance, Millex hydrophobic Fluoropore (PTFE)
filter wunits from Merck, Millex hydrophilic
Durapore (PVDF) filter units from Merck,
Chromacol VAGK vials and caps from Thermo
Scientific, 250 pl polypropylene inserts from
Supelco, Micromeritics TriStar 3000 gas adsorption
analyser, digital incubator INCU-Line from VWR
International, 75 x 25 mm soda lime glass slides
(1.0-1.2 mm thickness), 15 x 20 mm soda lime glass
substrates with 20 nm ultra-flat quartz coating,
adhesive tape, the spin coating machine, Kriiss Drop
Shape Analyzer, 1 mL syringes and 18ga Fisnar
syringe dispense tips, silanised glass column (300 x
4 mm ID), iGC-SEA (Surface Measurement
Systems, UK), JSM-6010 scanning electron
microscope (Jeol, Japan)

Methods
A series of several analytical techniques was
employed to gain a thorough understanding of the
properties of Spectra 75 fibres and their behaviour
as a stationary phase for liquid chromatography.
For all analytical techniques, Spectra 75 fibres
were washed with water and ethanol in 5 cycles and
dried in a 70 °C oven overnight. From here on, they
will be referred to as cleaned Spectra 75 fibres.

Packing of the Spectra 75 HPLC Column
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Figure 1: Diagram taken from ‘Use of polymer fiber stationary
phases for liquid chromatography separations: Part I — physical
and chemical rationale’ (Marcus, 2008)

The empty column (approx. 5 cm?® in volume) was
packed with Spectra 75 polyethylene fibres. The
threads were carded to produce a loop of aligned



Table 1: Tanaka Test conditions (Petersson and Euerby, 2005)

Run 1 Expansion Run 2 Run 3 Run 4
Parameter k ,PB; oT/0) Q(CH2) ac/p) (l(g/p)pH7. 6 (l(g/p)pH24 7
Property tested | Hydrophobicity, Hydrophobicity Hydrogen bonding | Ion-exchange capacity | lon-exchange capacity
Steric selectivity capacity at pH7.6 at pH2.7
Mobile phase | Methanol/H,O Methanol/H,O Methanol/H,O Methanol/Phosphate Methanol/Phosphate
composition 80:20 80:20 30:70 buffer 20 mM 30:70 buffer 20 mM 30:70
pH=7.6 pH=2.7
Flowrate 0.8 mL/min 0.8 mL/min 0.8 mL/min 0.8 mL/min 0.8 mL/min
Max. pressure 80 bar 80 bar 80 bar 80 bar 80 bar
Oven temp. 40°C 40°C 40°C 40°C 40°C
UV detection 254 nm 254 nm 254 nm 254 nm 254 nm
Inj. volume 10 L 10 uL 10 uL 10 pL 10 uL
Sample In methanol: In methanol: In water: In water: In water:
Uracil (0.1 mg/mL) | Uracil Uracil Uracil Uracil
Butylbenzene (0.1 mg/mL) (0.1 mg/mL) (0.1 mg/mL) (0.1 mg/mL)
(10 pL/mL) Caffeine Benzylamine Benzylamine
o-Terphenyle All 10 pL/mL: (0.5 mg/mL) (0.5 mg/mL) (0.5 mg/mL)
(1 mg/mL) Ethylbenzene Phenol Phenol Phenol
Pentylbenzene Propylbenzene (0.5 mg/mL) (0.5 mg/mL) (0.5 mg/mL)
(10 pL/mL) Butylbenzene
Triphenylene Pentylbenzene
(0.1 mg/mL) Hexylbenzene

fibres. An additional length of thread was tied
through the loop and used to pull the fibres through
the column. A diagram of the packing method is
provided in Figure I. The packed column contained
approximately 2.6 g of fibre to obtain a packing
volume of 50-60%. Afterwards, it was washed with
water and ethanol for 50 minutes each at 1 mL/min
(equivalent to approximately 10 column volumes).

Inverse Liquid Chromatography (ILC)

Tanaka Test

The Tanaka Test is commonly used as a
characterisation method of stationary phases for
liquid chromatography (McHale et al., 2021). A set
of parameters obtained from the test can be used to
estimate various characteristics of the columns of
interest. The method, as carried out for the Spectra
75 and Luna C18(2) columns, is summarised in
Table 1.

Run 1 was expanded to compare the
hydrophobic selectivity with reference to the —CH,—
(methylene) group.

A maximum safety limit for the pressure was
imposed at 80 bar to avoid damage of UV detectors.
In order to maintain a constant pressure within the
safety range, the mobile phase flowrate was adjusted
from the conventional values (1.0 mL/min and 0.6
mL/min) to 0.8 mL/min for all runs.

After the samples were prepared, they were
filtered, transferred into 2 mL screwtop autosampler
vials, and injected as triplicates. Hydrophobic filters
were used for the Run 1 and expansion samples,
whereas the hydrophilic filters were used for the Run
2, 3, and 4 samples.

Mobile Phase and Injection Volume Variation

The Tanaka method was modified after initial
testing of the Spectra 75 column to improve the
quality of the chromatograms produced. The

methanol concentration of the mobile phase in the
Spectra 75 column was varied between 0—-60% to
determine the percentage at which there was
sufficient retention of the samples for calculation of
all the required parameters. The flowrate was then
increased to produce narrower peaks. The conditions
decided upon for the mobile phase were a methanol
concentration of 45% and a flowrate of 5 mL/min.

The behaviour of the column was analysed by
injectiong Tanaka test samples at 50 uL. and 100 pL.

Nitrogen Adsorption

The gas adsorption technique with nitrogen as the
adsorbate was used to determine the surface area
and, subsequently, the diameter of cleaned Spectra
75 fibres. The measurements were taken at room
temperature and modelled with the
Brunauer—Emmett—Teller (BET) theory.

Inverse Gas Chromatography (IGC)

Column Packing

A 4 mm ID glass column was packed with a bundle
of cleaned Spectra 75 fibres using the same method
as the HPLC column.

BET Surface Area Determination

A series of octane injections of decreasing volume
were used to obtain an adsorption isotherm at 30°C,
allowing for calculation of the BET specific surface
area of the fibres using the SEA Analysis software.

Surface Energy Analysis
A number of polar (ethanol, ethyl acetate,
acetonitrile, ~dichloromethane) and non-polar

(hexane, heptane, octane, nonane) probes were
injected into the column at 30°C to achieve
fractional surface coverages over a range of 0.005 —
0.200. The dispersive, specific and total surface



energy profiles and distribuitions were obtained
directly from the SEA Analysis software.

Coating of Polyethylene and Peptides on Glass
Substrates

Cleaning of Glass Slides and Substrates

The glass slides and substrates were sonicated in
soap solution for 10 min. Inside a fume cupboard,
the slides and substrates were rinsed twice with
warm DI water before and after soaking them in 1%
(v/v) Hellmanex solution for 5 min. Then, the glass
was sonicated in acetone for 10 min and in DI water
for 20 min. The slides and the substrates were dried
in a 70 °C oven overnight.

Coating of Polyethylene Fibres

Double-sided adhesive tape was attached to cleaned
glass slides. Cleaned Spectra 75 fibres were cut up
into small pieces and pressed onto the adhesive part
of the glass slide. An additional slide with adhesive
only was used as a control sample.

Spin-coating of Peptides

A peptide layer was produced on cleaned glass
substrates through spin-coating via the static
dispense method at 1000 rpm for 30 seconds. A 50
pL aliquot of 1 mg/mL peptide sample dissolved in
methanol was pipetted on to the centre of the
substrates  before spinning. To make control
samples, the procedure was repeated with pure
methanol.

Contact Angle Measurements

The advancing contact angle was measured on the
spin-coated peptides, Spectra 75 coated glass slides,
and the respective control samples. Measurements
were performed with DI water and diiodomethane at
room temperature and surface energies were
determined via the Fowkes method.

HPLC of Peptides

Solutions of model peptides (P1-P5) were prepared
for HPLC analysis with a concentration of 1 mg/mL
in water with 25% acetonitrile (ACN). All methods
used 1 pL injections of each sample.

The chromatographic runs for individual
peptides were carried out with a linear gradient from
0% to 100% of ACN in H>O (gradient slope of 0.5%
ACN/min). Spectra 75 column was run at 2 mL/min
flowrate, whereas the Luna C18(2) column was run
at 1.6 mL/min due to maximum pressure safety
restrictions in the HPLC system.

In addition, isocratic elution was carried out for
the Spectra 75 column at 5, 8 and 10% ACN in H,O.

The dead volumes of both columns were
determined with acetone injections of 10 pL.

SEM Imaging

Scanning electron microscopy (SEM) was used to
capture images of the cleaned Spectra 75 fibres to
determine their shape and characteristic dimensions.
A small sample of the fibres was prepared for SEM
imaging by mounting onto a metal stub with double-
sided carbon adhesive tape and sputter coating with
gold.

Results & Discussion
Inverse Liquid Chromatography

Tanaka Test

The Tanaka test was carried out using the Luna
C18(2) column as a means of comparing obtained
parameters with database values from the
ACD/Column Selector tool developed by Advanced
Chemistry Development, Inc (Euerby and Petersson,
2005). Having confirmed the reproducibility of the
results, the test was carried out on the Spectra 75
column.

However, it was found that the Tanaka method
cannot be normalised for characterising this column
due to the large difference in hydrophobicity and
retention capacity of the stationary phase compared
to the Luna C18(2) column. Under the standard
conditions for the method, there was little to no
retention of any solutes injected into the Spectra 75
column. A reduction of the methanol concentration
in the mobile phase from 80% v/v to at least 45% v/v
was required to achieve sufficient retention in the
column, indicating that the hydrophobic interactions
between Spectra 75 fibres and the analytes are
weaker than those in the Luna C18(2) column, and
likely also when compared with other commercial
columns. The changes in chromatographic
conditions make a direct comparison with database
values for commercial columns invalid (Petersson
and Euerby, 2005). Despite this, the nature of the
samples injected in the Tanaka method do allow for
a better understanding of the column characteristics.

45 % methanol
Flowrate: 5.0 mL/min
| Injection volume: 10 pL
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Figure 2: Elution profiles of Tanaka test expansion
compounds in Spectra 75 column under isocratic elution

For the purpose of this study, the hydrophobic
behaviour of the Spectra 75 column was particularly
significant, therefore the hydrophobic retention
capacity was of key interest. This parameter was
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Figure 3: SEM images of Spectra 75 fibres

calculated from the expansion of Run 1 using the
series of alkylbenzene injections. Uracil was
injected as an indicator of the column void volume
which was determined to be 3.15 mL. The retention
time of uracil (t,) was then used to calculate the
retention factors of all samples with the equation:
k' = u (1)

Ty

As shown in Figure 2, the column demonstrates a
degree of hydrophobic retention as the retention
volume increases with each  subsequent
alkylbenzene. However, retention factors are
significantly lower than those obtained with the
commercial column and the peak shapes deviate
further from ideal Gaussian peaks with increasing
molecule size. There is observably greater peak
broadening and tailing. This can be attributed to the
low surface area of the stationary phase.

The chemical structure of polyethylene ensures
that the column does not have capacity for hydrogen
bonding or electrostatic interactions with solutes and
this is reflected in the results of runs 2, 3 and 4. All
samples in these runs eluted at the column void
volume as the interactions between the solutes and
the stationary phase were much weaker than
interactions with the more polar mobile phase. In a
typical column, the parameters calculated from these
runs (acp, osppH 7.6, agppH 2.7) are indicators of
silanol activity in the stationary phase.

The results from the Tanaka test prove that the
Spectra 75 column does exhibit retention of
hydrophobic  solutes  without any charged
interactions. They also highlight the significant
limitation of the column’s ability to separate
components as a consequence of the very low
packing surface area. This is demonstrated in the
poor resolution of the chromatogram peaks.

Morphological & Chemical Properties of the

Fibres

Surface Area
Initially, the surface area was estimated with the
physical data of the Spectra 75 fibres (Honeywell).

Since the column was packed with fibres extending
throughout the whole column, this calculation was
carried out while assuming a cylindrical filament
shape and neglecting the base area of the cylinder
(MiniFIBERS, 2018):

— 1 2 -1
s gars o

Using this equation, the surface area of the fibre
was estimated to be 0.248 m? g”!. This theoretical
value was compared with the BET surface area
acquired by two techniques: nitrogen adsorption and
inverse gas chromatography (IGC). The acquired
values were 0.3544 m? g! and 0.6897 m? g,
respectively. The BET surface area acquired by IGC
was considerably larger than the theoretical or
nitrogen adsorption values.

Even though there is a discrepancy of estimated
surface area among the different techniques, it still
reveals that the surface area of the Spectra 75 HPLC
column is about 3 orders of magnitude lower than
that of conventional reversed-phase column resins,
such as Luna C18(2) with 400 m? g"' (Phenomenex).
As a result, the separation power of the Spectra 75
column is greatly reduced as the analytes have less
interaction with the stationary phase due to its
limited available surface. Since the Tanaka tests for
the Spectra 75 column displayed low retention and
resolution of analytes, this technical limitation
necessitates an  alternatively = manufactured
polyethylene fibre to obtain a higher surface area for
improved retention and resolution.

Filament Diameter

The effective diameter of the fibres was also
calculated from the surface areas obtained from the
physical  specifications, nitrogen adsorption
experiments and IGC:

4
d=—o 3
a-p

The calculated values are shown in Table 2



Table 2: Spectra 75 filament diameter

. N,
Theoretical Adsorption 1GC
Diameter | ¢ ¢ 11.6 52
[pm]

With the help of SEM images (see Fig. 3), the
diameter of the Spectra 75 filaments was estimated

to be 17.7 £ 1.9 um. The SEM images revealed that
the cross-section of the Spectra 75 filaments are of
rectangular shape. This suggests a flat filament as
opposed to the previously assumed cylindrical
shape. This leads to the fibres being characterised by
an effective diameter in place of a geometrical
diameter.

When compared to other estimations, the SEM data
suggest the largest diameter for the Spectra 75
filaments. This discrepancy is most likely linked to
the aforementioned flat shape of the fibre, where the
wider side of the fibres was seen more frequently in
the SEM images. As a result, the SEM diameter
estimations were skewed towards the longer
dimension of the cross section and were not so
useful,  whereas other utilised methods
(theoretical, N, adsorption, IGC) provided a more
reasonable value (effective diameter).

Surface Energy

The surface energy of the Spectra 75 fibres was
determined by contact angle measurements and
inverse gas chromatography (IGC).

The advancing contact angles of water and
diiodomethane on the Spectra 75 surface were
measured at 131.0° and 9.7°, respectively. During
experiments with dilodomethane, the liquid droplets
would wet the surface completely. However, a very
flat droplet would form just briefly before
collapsing, so the whole measurement was recorded,
and a value was taken at the frame where the droplet
still held its shape. As a result, this one measurement
was less precise than the other ones.

The dispersive and polar surface energy
components were then estimated from contact angle
data with the Fowkes method:

g,(1+ cos@
aP -al + /alp-as” =¥ 4

The calculated values were then compared to
surface energies acquired by inverse gas
chromatography (see Table 3).

It was observed that the surface energy
components determined by the contact angle
measurements are higher than those determined by
IGC. Generally, for a rough surface, contact angles
below 90° tend to appear lower than they are. This
phenomenon  might have occurred  with
diiodomethane on the Spectra 75 surface which
would have led to a higher surface energy estimation
than with IGC. In contrast, measurements of water
would be affected too since contact angles above

Table 3: Surface energy of Spectra 75 fibres as determined by
contact angle and IGC

Dispersive | Polar Total
surface surface surface
energy energy energy
[mJ/m?] [mJ/m?] | [m)/m?]
Contact 50.1 8.2 58.3
angle
1GC 42.8 3.6 46.4

90° tend to appear higher than they are. This
could’ve contributed to the overestimation of the
polar component of surface energy. The issue of
surface roughness could be alleviated by modifying
the fibre coating procedure, for example, using a
hydraulic press to press down the fibres and/or
evaluating the surface roughness by other
techniques, such as white light interferometry or
confocal microscopy.

All in all, contact angle measurements aren’t as
reliable as IGC and the latter technique provides
more insight into the energetic heterogeneity of the
Spectra 75 fibres, hence, the remaining part of this
section will be focusing on this technique.
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Figure 4: Surface energy profiles of Spectra 75 fibres
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Figure 5: Surface energy distributions of Spectra 75 fibres

The surface energy profiles and distributions
obtained by IGC experiments are shown in Figures
4 and 5, respectively.

In Figure 4, the data were fitted with an
exponential decay regression model in the form:

y=Yo+a-e’* (6)



In contrast with other regression models, such as
linear, exponential, logarithmic, this one had the
highest R? value and it, hence, shows that, as
expected, the surface energy of the fibre sample
decreases with coverage. Whereas this is a common
feature of IGC analysis for all materials, it is the
range of these surface energies (table 6) which is
paramount in evaluating energetic heterogeneity.

Figure 5 depicts a relatively narrow surface
energy distribution of the Spectra 75 fibres
suggesting a quite energetically homogeneous
surface which is consistent with the rigid crystalline
structure of the fibre. In addition, it can be seen that
the dispersive surface energy is the dominant
component, accounting for over 90% of the total
surface energy. This property of polyethylene fibres
confirms that this resin would interact with analytes
via mostly dispersive interactions and can be used as
a hydrophobic reference. Further investigation by
analysing an alkyl-bound silica resin would provide
a better idea of how the surface properties of Spectra
75 compare to conventional resins.

Chromatographic Separation of Peptides

Finally, chromatographic tests were carried out to
evaluate the Spectra 75 column for peptide
separation and hydrophobicity scale development.
Gradient elution of individual peptides with the
Spectra 75 column are shown in Figure 6.

It was clear that the peptides could be ranked based
on their retention times and, thus, a hydrophobicity
scale was developed. A hydrophobicity index for
each peptide was expressed as the concentration at
which the peptide elutes. A similar approach can be
found in the study by Krokhin and Spicer where
isocratic elution was utilised to express the
hydrophobicity index as the mobile phase
composition at which the retention factor of the
peptide is 10. This method, however, couldn’t have
been applied to the Spectra 75 column since there
was insufficient retention of the analytes at higher
acetonitrile concentrations. On the other hand,
lowering the concentration resulted in extremely
shallow peaks which were hard to analyse. Due to

Gradient: 0.5 % /min
14 Flowrate: 2.0 mL/min
Injection volume: 1 pL
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Figure 6: Superimposed individual peptide runs with Spectra 75
column. Gradient elution from 0% to 100% acetonitrile in water.

these limitations, this paper relies on gradient elution
instead. The developed ranking was compared with
modelled GRAVY  (Grand  average  of
hydropathicity index) values and water contact
angles of the peptides. The GRAVY values were
manually calculated by using the amino acid
hydropathicity scale developed by Kyte & Doolittle.
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Figure 7: Correlation between experimental elution
concentration and peptide GRAVY values.

The comparison between the three developed scales
is shown in Table 4. As seen in the table, the
rankings of the peptides with regards to their
hydrophobicities match. However, after

Table 4: Overview of three peptide hydrophobicity scales. GRAVY values were based on the Kyte-Doolittle amino acid scale. Contact angles
were determined experimentally on spin-coated peptide films. %ACN values were determined for Spectra 75 column with gradient elution

from 0% to 100% acetonitrile in water at 0.5 % /min, flowrate: 2 mL/min.

Hydrophobicity Measure
Peptide Sequence GRAvy | Normalised C(l;l;:t(;c ¢ Ng;?l:;is: d HPLC Normalised
GRAVY Angle Angle (%ACN) %ACN
Pl LGGGGGGDGSR -0.71 0.000 26.5 0.000 0.71 0.000
P2 LGGGGGGDFR -0.38 0.154 33.9 0.254 0.77 0.011
P3 LLGGGGDFR 0.09 0.374 46.3 0.680 1.11 0.073
P4 LLLGGDFR 0.67 0.645 49.5 0.790 2.20 0.277
P5 LLLLDFR 1.43 1.000 55.6 1.000 6.09 1.000




normalisation, these scales yield very different
hydrophobicity values for the model peptides. As a
result, a correlation was developed between the
GRAVY values and elution concentration of the
peptide (Figure 7).

This correlation could then be used to relate the
experimental  hydrophobicity  indices  with
theoretical GRAVY values. For instance, a GRAVY
value could be converted into an estimation of the
mobile phase compositions at which the peptide
would elute.
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Figure 8: Superimposed peptide runs with Luna C18(2) column.

Gradient elution from 0% to 100% acetonitrile in water.

Gradient elution was found to produce the greatest
difference in retention of all five peptides in the
Spectra 75 column and therefore the same method
was used in the Luna C18(2) column for
comparison.

Figure 8 displays the results of the gradient
elution of each peptide run in the Luna CI18(2)
column. The elution volumes are significantly
greater than in the Spectra 75 column. This large
difference in retention capacity between the
columns can be attributed primarily to the
significant difference in surface area. As found
through our material characterisation study, the
specific surface area of the Spectra 75 fibre is less
than 1 m%*g compared to 400 m?*/g in the Luna
C18(2) column. Another factor of note is the greater
hydrophobicity of the stationary phase in the

Table 5: Resolution between adjacent chromatographic peaks
for Spectra 75 and Luna C18(2) columns

Peptide Resolution
pair Spectra 75 Luna C18(2)
P2/P1 0.10 432
P3/P2 0.46 15.54
P4/P3 0.97 13.41
P5/P4 2.00 14.94

Luna column demonstrated by the previously
conducted Tanaka test, and therefore, stronger
interactions with the injected peptides.

The resolutions between adjacent peaks were
calculated for both columns and listed in Table 5.

There was an improvement of resolution in the
Spectra column with each pair of peptides. Between
P4 and P5 there is sufficient resolution for a
separation process, for which resolutions greater
than 1.5 are acceptable to achieve good separation
(Shimadzu).

Conclusions

In this study, the pure hydrophobic retention within
the Spectra 75 fibre column was demonstrated.
Compared to silica-based columns, the Spectra
column displayed no capacity for polar interactions
and the column behaviour is notably unaffected by
changes in pH. However, issues of low separation
capability arose due to the significantly lower
surface area relative to conventional columns. The
potential of a RP-HPLC column unaffected by the
issues arising from free silanol groups is worth
further study to improve separation power by
increasing surface area within the column. This may
be achieved by reducing the fibre diameter,
developing capillary channels, increasing column
size and packing fraction.

There was sufficient retention with gradient
elution to establish a hydrophobicity scale for
peptides based on elution concentration and
correlate it with a GRAVY scale. This relationship
could be used to estimate the optimal mobile phase
composition for the separation of a peptide with a
known GRAVY value. In addition, this novel scale
could replace more conventional scales based on
modelling, contact angle and silica-based RP-HPLC
columns. This study could be expanded by
investigating peptides with a wider hydrophobicity
range and performing isocratic elution. To
investigate the latter, the separation power of the
column should be improved, as mentioned
previously.

Although the separation power of Spectra 75 is
low relative to conventional columns, it could be
utilised in processes with large hydrophobicity
differences between analytes with the benefit of high
column throughput. In addition, implementation of
alternative organic modifiers could be investigated,
such as ethanol, to make the separations more
environmentally friendly.
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Fabrication of PGO Hollow Fibre Membranes for
Nanofiltration
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Abstract

In this study, we synthesised porous graphene oxide (PGO) nanosheets using a mild chemical
etching approach. The structural and compositional changes of PGO nanosheets were observed
by different characterisation techniques. A slight reduction in interlayer d-spacing of PGO was
observed due to the partial chemical reduction. Raman spectra confirmed the chemical reduction
of PGO samples as well. High-resolution TEM images also showed the generation of pores on the
basal plane of PGO nanosheets. We fabricated PGO hollow fibre (HF) membranes by coating PGO
nanosheets on alumina HF substrates. The permeance of PGO HF membranes was preferentially
controlled by adjusting the coating time. PGO HF membrane with 3 mins coating time showed the
best performance in terms of both water permeance and dye rejection. Interestingly, the water
permeance of the PGO membrane was 12-fold higher than that of the GO membrane while showing
similar rejection (100%) for protoporphyrin IX (PPI-hX) and erythrosin B (EB) dyes but smaller
rejection (72.8%) for methyl red (MR). We believe that the PGO HF membrane showed much better
potential than the GO membrane for nanofiltration application.

Keywords— Graphene oxide, Porous graphene oxide, Membrane, Nanofiltration, 2D materials,
Hollow fibre membranes

1 Introduction

1.1 Importance of Membrane

Water scarcity crisis is an emerging concern and
is expected to affect two-thirds of the world’s pop-
ulation by 2025. Water is often thought to be
plentiful, but only 3% of the world’s water supply
is fresh water and there is a growing demand for
safe and drinkable water. Therefore, fresh and
drinkable water needs to be produced using de-
salination of water and purification of wastewater.
Purification of wastewater not only can provide

a considerable amount of fresh water but also
can preserve the environment from further pol-
lution. Membrane technology has been widely
considered as an energy and cost-efficient and
environmentally friendly separation process for
the purification of wastewater [1].

Numerous studies have been performed on
nanofiltration (NF) membranes [2] to purify water
especially in the fashion industry which contributes
to about 20% of global wastewater. Wastewater
from textile plants must be treated from chemicals
such as dispersants, leveling agents and dyes



prior to disposal due to significant environmental
impacts [3]. Textile dyes have visual impacts on
water bodies, they also reduce light penetration
and decrease photosynthesis of aquatic plants [4].
Furthermore, some textile dyes are toxic and car-
cinogenic, causing serious health impacts [5]. Due
to their small molecular weights, dye molecules
are not separable by normal separation processes.
Nanofiltration (NF) membrane has been widely
used in industry for the separation of wastewater
containing dyes.

1.2 Membrane Potential

Membrane technology has been widely used in
different water separation applications such as
reverse osmosis (RO), industrial wastewater pu-
rification, separating water from organic solvents
using pervaporation process, etc. Based on pore
sizes, membranes are classified into reverse os-
mosis (RO), nanofiltration (NF), ultrafiltration (UF),
and microfiltration (MF) which can be used for dif-
ferent purposes [6]. Depending on the separation
targets, pores should have an appropriate size to
reject unwanted species in the feed and allow de-
sired specie(s) to pass smoothly. Usually, the pore
size of membranes is decided based on the molec-
ular weight (kinetic diameter) of the molecules
(ions) being separated. Molecular weight cut-
off (MWCO), defined as the molecular weight of
molecules which at least 90% of them can be
retained, is a parameter used to indicate the rejec-
tion ability of membranes.

Figure 1 summarises the type of membranes
used for a certain range of pore diameters [6].
The water separation performance of membranes
is generally assessed using two parameters: (1)
permeance which reflects the rate of transport of
desired specie(s) through a membrane, and (2)
rejection which indicates the sieving capability of
the membrane towards unwanted specie(s). A
desirable membrane should possess both high
permeance and good rejection.

Microfiltration
1000 Microporous
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flow
Ultrafiltration
ore-flo
embranes
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Figure 1: Schematic representation of the nominal pore size and
theoretical model of transportation [6]

1.3 GO Membrane

Polymers are widely used material for the fabrica-
tion of water purification membranes. However,
recently, much attention has been paid to two-
dimensional (2D) nano-porous membranes, in par-
ticular graphene oxide (GO) membranes due to
their good mechanical strength, chemical stabil-
ity, tunable pore size, structural diversity, and sur-
face functionalities [7, 8]. Indeed, GO nanosheets
with atomic-scale thickness, rich surface chemistry
conferred by oxygen functional groups like car-
bonyl, epoxy, carboxyl and hydroxyl groups, and
high aspect (length/thickness) ratio are an ideal
platform for the fabrication of graphene-based in-
organic membranes [9, 10]. GO nanosheet has a
hexagonal structure similar to the one of graphene
but with oxygen-based functional groups on its
basal plane and edges [11]. They are bonded
by van der Waals forces and hydrogen bonding
induced by oxygen moieties. Oxygen functional
groups act as a spacer between nanosheets in-
creasing the interlayer d-spacing from about 0.8
nm to 1-1.3 nm at dry and wet condition respec-
tively [12, 13], as shown in Figure 2. This inter-
layer d-spacing (called nanogalleries) play the key
role in separating species based on sized exclu-
sion [14]. The oxygen functional groups also give
a hydrophilic characteristic and correspondingly,
stable dispersibility in water and in a wide range
of organic solvents [15]. GO has shown excel-
lent antimicrobial activity and great potential in the



removal of radiochemical waste [16, 17].
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Figure 2: Cross-sectional view of adjacent GO sheets[18]

2D nanochannels between stacked GO
nanosheets allow water to permeate through while
retaining other unwanted solutes, making GO
membranes highly suitable for water purification
[19]. GO membranes showed high rejection of
multivalent ions and organic dyes with a molecular
weight cut-off about 250Da. According to Figure
3, there is a sharp cut-off for solutes with hydrate
radii greater than 4.5A, large molecules can be
completely rejected by GO membrane, making it
suitable for dye nanofiltration [13].
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Figure 3: Permeance of lons through GO membrane [13]

GO membranes are fabricated using different
coating techniques such as vacuum filtration, dip
coating, spray coating, spin coating and solution
casting [7]. From a practical application stand-
point, hollow fibre (HF) configuration is preferable
to minimize the size of the separation unit. In fact,
HF membranes with diameters usually less than
1mm are more favourable for membrane module
assembly and will generate a much higher surface
area to module volume ratios (9000 m?/m?), en-
abling more solvent to pass through the selective
barrier and reducing the module size and operat-
ing costs [20].

1.4 Objective of This Study: Fabrication
of PGO Membranes

The lamellar structure of GO membranes provides
long and complex transport pathways leading to
low permeance, a major problem impeding GO
membranes for industrial wastewater purification
[21]. In other words, due to the limited number of
channels available for transport and the tortuous
microstructure, water molecules require a longer
time to pass through the GO membrane. There-
fore, improving the water permeance of GO mem-
branes based on scalable approaches is of impor-
tance. In this study, we aim to improve the per-
meance by synthesising PGO membrane through
creation of pores on GO nanosheets, shortening
permeation pathways while controlling rejection
via pore size tunning. A mild pore generation
approach was used to avoid the formation of nano-
selective pores and severe chemical reduction of
GO nanosheets, ensuring its dispersibility in wa-
ter without forming precipitations. The structural
changes of PGO nanosheets, compared to GO,
were studied using characterisation techniques,
including high resolution transmission electron mi-
croscopy (HR-TEM), X-ray diffraction (XRD), scan-
ning electron microscopy (SEM) and Raman anal-
ysis. PGO membranes are coated on alumina HF
substrate and water permeance was evaluated.
In this study, ceramic support was used as sub-
strate to make thin film HF composite GO and
PGO membranes not only because of its better
compatibility with the selective layer, preventing
the formation of interfacial voids which may lead
to poor rejection, but also due to its good chemi-
cal and mechanical stability [22]. To evaluate the
sieving ability of the PGO membrane, the rejec-
tion of a neutral dye molecule was tested. As
GO nanosheet is negatively charged, the use of
a neutral dye ensures that the size exclusion de-
termines the rejection rather than electromagnetic
interaction [23].



2 Experimental

2.1 Ceramic Hollow Fibre Substrate Syn-
thesis
2.1.1 Materials

Alumina powder (99.9% metals basis) purchased
from Alpha Aesar was used for the HF substrate
1-methyl-2-pyrrolidine (NMP) and
poly (methyl methacrylate) (PMMA) were used

fabrication.

as solvent and binder respectively. A mixture of
ethanol/DI water (50/50 wt%) was prepared as
bore fluid. Hydrogen peroxide and ammonia hy-
droxide were used to make porous GO (PGO).

2.1.2 Preparation of Ceramic Suspension
Firstly, a suspension composed of 3-4 g of disper-
sant, 180 g of NMP (solvent), and 150 g of alumina
powder was prepared in a ceramic jar and mixed
using a planetary ball miller for 48 hours, with a
speed of 283 rpm. The polymer (PMMA) was then
added, and suspension was rolled for a further 48
hours in a roll miller. The suspension was then
degassed under vacuum for 3-4 hours to remove
any bubbles before spinning.

2.1.3 Preparation of Hollow Fibre Substrate

After degassing, the suspension is transferred to
a stainless-steel syringe. HF substrates were pre-
pared based on a combined spinning/sintering
method [24]. The suspension is extruded through
the designated tube-in-orifice spinnerets into a co-
agulation bath that contains DI water. The rate of
extrusion can be preferentially controlled by the
syringe pumps, and in this experiment, bore and
spinning fluid speeds were set to 26 mL.min—! and
13 mL.min~!, respectively. The diameter of the
HFs can be determined by the gap between the
spinneret and water bath, with a larger air gap, the
produced HFs will have a smaller diameter and
vice versa. In this study, zero air gap was used for
the spinning process. It is worth mentioning that
the bore fluid and ceramic dope flow rates have
an impact on the diameter and thickness of HF

substrates. The viscosity of ceramic dope also
affects the structure and mechanical properties of
HF substrate. Our experimental parameters were
set based on the optimised values. The prepared
alumina HF membranes were left in the DI water
overnight to complete the phase inversion. Next,
HF samples were straightened and dried at room
temperature for one day. The last step was the
sintering of HF substrates. The straightened HF
samples were cut into 10 cm pieces and put into
the furnace to be sintered at 1450 °C. The final
HF substrates were mechanically strong enough
to be used as support for the preparation of GO
and PGO HF membranes as the molecules in the
substrates are packed together very closely.

2.2 GO & PGO Synthesis

Graphene Oxide (GO) was synthesised using
modified Hummer’s method: First, 10 g of graphite
was added to 380 mL of sulfuric acid (H2SO,) in
a two-wall glass reactor at 5 °C and stirred for
10 min. Then, 50 g of potassium permanganate
(KMnQO,4) was added to the solution and stirred
for 12 h at 35 °C. In the next step, 500 mL wa-
ter was added dropwise to the solution at 5 °C
and then stirred for about 1 h. The solution was
poured into a beaker and further diluted by adding
2 L water. Hydrogen peroxide (H,O,) was added
into the solution dropwise until the colour turned
from dark brown to golden yellow and then stirred
for about 30 min. The golden yellow dispersion
was vacuum filtrated using a glass fibre filter, and
the obtained cake layer was washed out using a
10 wt% hydrochloric acid (HCI) aqueous solution.
The cake layer of GO was dried under dynamic
vacuum at room temperature for more than two
days. The dried powder was dispersed in acetone
and sonicated (bath) for 10 min, followed by vac-
uum filtration through glass fibre filters. The cake
layer was dried again for more than three days
under the vacuum at room temperature to obtain
GO powder. A homogeneous GO dispersion with



concentration of 2 mg/mL was finally prepared
[22, 25].

Porous graphene oxide (PGO) was obtained
through mild chemical etching of GO dispersion
[25]. Ammonia solution (30% in water) was added
to the dispersion which leads to a better disper-
sion due to deprotonation of GO nanosheets and
creation of repulsive forces between negatively
charged GO nanosheets. H,O, (30%) was added
as an etchant which creates pores through oxidis-
ing graphitic domain of GO nanosheets. The ratio
of GO to ammonia solution to H,O5 was 20:1:1.
The dispersion was gently stirred in a double-
walled reactor at 50 °C for 3 hours. The resultant
dispersion was then centrifuged at 12000 rpm for 1
hour to collect precipitated PGO nanosheets. Fur-
ther purification was done using a dialysis mem-
brane against DI water for at least 3 days to ensure
no more H,O, and ammonia was present in the
dispersion. The concentration of PGO dispersion
was determined by drying a 3 mL aliquot of disper-
sion at 40 °C in a vacuum for at least a day and
weighing the resulting powder.

2.3 Hollow Fibre Membrane Fabrication

GO and PGO HF membranes were prepared us-
ing the vacuum filtration method. The ceramic HF
support was immersed in PGO dispersion with
one end glued using epoxy and the other end
connected to a vacuum pump. Under vacuum,
water passes through the HF support pores while
PGO nanosheets with a lateral size of more than
1 micron stick onto the surface, forming PGO
The thickness of the PGO mem-
brane can be adjusted by varying the concentra-

membrane.

tion of PGO dispersion or the filtration time. In this
study, GO (PGO) concentration was 0.1 mg/mL as
lower concentration can lead to better stacking of
nanosheets. The thickness of PGO membranes
was adjusted by varying the filtration time. The
prepared HF membranes were then dried at 40
°C under vacuum for 3-4 hours to remove any re-

maining water in the membranes. The fabricated
membranes are stored in DI water till usage.

2.4 Performance Evaluation
2.4.1
Due to the formation of micro-defects in GO mem-

Pure Water Permeation Test

branes under the dry condition, HF membranes
are immersed in water before pure water perme-
ation tests [22]. The membrane attached to a tube-
fitting using epoxy was mounted into a permeation
cell (dead-end cell) which was filled up with water.
The pressure of the dead-end permeation cell was
controlled using the line connected to a N, gas
cylinder. The pure water permeation tests were
carried out at 10 bar. The permeated water was
collected in a container and the weight change
was monitored using a programmed balance. The
steady-state permeation values were obtained
once the rate of weight change remained constant.
The permeance of membranes (LMHbar—!) was
calculated as following:

b, B AM "
CrIEanee = 1000« At + A p

where M, p, A, t, and p represent weight mass
(gram), water density (g/cm?3), membrane area
(m?), time (h), and pressure (bar) respectively.
Each reported value was the average of 4-5 differ-
ent samples.

2.4.2 Rejection Tests

Along with water permeance, the rejection is an-
other important parameter indicating the solute
sieving ability of membranes. To avoid the impact
of adsorption, HF membranes were first soaked in
dye solution (preconditioning) to ensure that the
rejection values are only due to the size exclusion
effect. The concentration of the EB dye solution
was 200 mg/mL. The rejection test was similar to
the pure water permeation test. The HF mem-
brane was fitted into the dead-end filtration cell
containing the dye solution and pressure was set



to 10 bar. Two batches of permeate were collected
and the concentration of dye was measured using
UV-VIS. The calibration curve of known intensities
and concentrations was used to measure the con-
centration of the permeate samples. Rejection is
then calculated as following:

Co —C,

R= P % 100% (2)

0

where R is the rejection of HF membrane, C, and
C, are the initial and permeate concentration of
dyes. The rejection data reported for each mem-
brane was the average of 4-5 samples.

2.5 Membrane Characterisation

The pores of PGO nanosheets were observed us-
ing high-resolution TEM (HR-TEM) (JEOL-2100F).
XRD spectra of GO and PGO were collected in
a 20 range of 5° - 30° to measure the interlayer
d-spacing of GO and PGO membranes using the
Bragg’s law as following:

A = 2dsinf (3)

where ) is the wavelength of X-ray, 6 is the diffrac-
tion angle and d is the interlayer d-spacing be-
tween adjacent nanosheets.

Similarly, the Raman spectra of GO and PGO
samples were compared.

3 Results & Discussion

3.1

Interlayer d-spacings of GO and PGO membranes

Membrane Characterisation

were calculated from XRD spectra using Bragg’s
law. The interlayer d-spacing slightly decreased
from 0.836 nm to 0.828 nm from GO to PGO mem-
brane which can be primarily due to the chemical
reduction of PGO nanosheets and the removal
of oxygen functional groups induced by ammonia
and/or temperature (Figure 4). The removal of oxy-
gen functional groups on the PGO nanosheets al-
lows for more compact packing between the PGO

nanosheets.
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Figure 4: XRD spectra of GO and PGO sample

The Raman spectra is a proper analysis tool
to monitor the oxidation degree and the extent of
created pores of GO and PGO samples due to its
high sensitivity to geometric structure and bond-
ing within molecules. The intensity of G peak (lg)
represents the degree of graphitic domains (sp?
hybridisation) in GO or PGO samples while D peak
intensity (Ip) refers to amorphous (oxidised) do-
mains. The D peak is also known as the disorder
or defect band which can be due to structural miss-
ing of substituted atoms [26]. Therefore, generat-
ing pores on GO nanosheets with H,Os/ammonia
increases lp intensity. At the same time, the de-
gree of graphitic domains was enhanced due to
the chemical reduction of nanosheets. As shown
in Figure 5, the 1p/l ratio decreased from 0.99 for
GO to 0.96 for the PGO sample demonstrating the
partial reduction of the PGO sample compared
with GO. Both the G and D peak intensities are
higher in the PGO sample than in GO. This de-
scribes the increase in both graphitic domains (G
peak) and defects (D peak). The slight decrease
in the ratio could be due to a greater increase
in graphitic domain compared to the degree of
defects.
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Figure 5: Raman Spectra of GO and PGO sample

Figure 6 shows the cross-sectional morphol-
ogy and the surface of alumina HF substrates. The
HF substrate contains two thin skin layers made
of finger like structures originated from both the
inner and outer surfaces of fiber (called sandwich
morphology). A sponge-like region exists at the
centre of fiber which provides enough mechanical
strength [24]. The surface is very porous and im-
poses no additional resistance on transportation
of species.

b) Surface

(a) Alumina-HF

(c) Cross-section d) Cross-section

Figure 6: SEM images of Alumina HF. (a) Cross-sectional view of
HF (b) Surface view of HF (c) and (d) Cross-sectional view of HF
walls

Figure 7 exhibits the surface and cross-
sectional images of PGO coated ceramic HF mem-
branes with tightly packed layers. As the coating
time was increased, the thickness of the PGO
membrane also increased. The thickness of PGO
membranes with 2 mins, 3 mins and 5 mins coat-

ing times were 401, 520 and 653 m, respectively.

Figure 7: SEM images of PGO membranes. Surface view: (a)
PGO-2 min coating Cross-sectional view: (b) PGO-2 min coating (c)
PGO-3 min coating (d) PGO-5min coating

Figure 8 shows high-resolution TEM (HR-TEM)
images of GO and PGO nanosheets. Pores with
an average diameter of up to 10 nm were ob-
served on PGO nanosheets. This confirms the
successful generation of pores on the nanosheets.
These pores provide additional and shorter trans-
port pathways for water molecules, as will be dis-
cussed later. HR-TEM image shows that the gen-
erated pores have sizes of around 10nm, but in
reality, due to high voltage ion beams, TEM spec-
troscopy will enlarge the pores and display larger
pore sizes than they actually are [27].

Figure 8: High-resolution TEM images of GO and PGO samples

3.2 Water Permeation Measurements

In industrial water treatment applications, it is al-
ways desirable to have pure water permeation
rates as high as possible. During our experiments,
initial water permeances were very high but they
tend to decrease overtime before finally reach-
ing a steady state. This is primarily due to the



compaction behavior of PGO under high pressure.
Pure water permeations rates of 4 different PGO
membranes were tested, and the average perme-
ation rate of each membrane was measured after
4-5 tests. As shown in Figure 9(a), the water per-
meance followed a reducing trend with respect to
the coating time. The permeance dropped from
4.36 LMHbar~! to 0.98 LMHbar~! as the coating
time increases from 1 min to 5 mins. This implies
that as the membrane thickness increases, due to
longer coating time, the water molecules need to
transport through a longer tortuous path inside the
selective layer, leading to a significant reduction
in the permeation rates. This is also supported by
the SEM images in Figure 7 showing the increas-
ing thickness with coating time.

The increase in water permeance of PGO com-
pared to GO membrane is mainly due to the ad-
ditional created pores and hence less tortuous
transport pathways. However, the EB dye rejec-
tion, which is primarily determined by the interlayer
d-spacing in membrane, is retained due to neg-
ligible change in d-spacing. According to Figure
9(a), permeance decreases with increasing coat-
ing time, since PGO nanosheets are randomly
stacked and as membrane thickens, some pores
may be blocked off by adjacent nanosheets, de-
creasing water permeance.
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Figure 9: (a) Water permeance of PGO membranes as a function of
coating time, and (b) water permeance and EB dye Rejection of GO
and PGO membranes with 3 minutes coating time.

A comparison was made between GO and
PGO samples with 3 mins coating time as even
though we aim for membrane the highest perme-
ance, the rejection of the membrane is equally

important. PGO samples with 1 and 2 mins coat-
ing time have low rejections and were not suitable
for the separation of dye molecules. Figure 9(b)
compares the water permeance of GO and PGO
membranes. The permeance of PGO membrane
with 3 mins coating time is 1.42 LMHBar—! which
is almost 12-fold higher than that of GO mem-
brane (0.12 LMHBar—'). This confirmed a differ-
ence in the microstructure of GO and PGO mem-
branes in good agreement with Figure 8 show-
ing the additional pores on PGO nanosheets. In-
deed, generated pores on the basal plane of the
PGO nanosheets provide shorter and less tortu-
ous pathways for the water molecules to permeate
through the selective layer.

3.3 Rejection Tests

As mentioned before, the rejection is another im-
portant parameter in the overall evaluation of mem-
brane performance. PGO with the coating time
of 3 mins was chosen for the evaluation of mem-
brane performance. Due to time limitation of the
research project, we only managed to test the re-
jection of PGO membrane with EB dye. For a com-
prehensive rejection analysis, we were given rejec-
tion data for MR and PPI-hX dyes obtained from
previous experiment conducted by Dr. Farhad
Moghadam.

According to Figure 10, the PGO membrane
showed 100% rejection to PPI-hX and EB dyes,
similar to the values obtained for the GO mem-
brane. This implies that though generated pores
provide extra permeation pathways, the interlayer
d-spacing still plays a determining role in the siev-
ing ability of membranes. In other words, this
shows that new interconnected channels formed
from the generation of new pores are not only
large enough for water molecules (M,, = 18.0
Da) to pass through smoothly but also small
enough to completely retentate PPI-hX and EB
On the other hand, the PGO

membrane showed a lower rejection to the MR

dye molecules.



dye molecules (72.8%) than the GO membrane
(97.5%). This suggests that generated channels
are not small enough to completely exclude MR
dye molecules. In summary, our membrane with
12-fold greater water permeance while still achiev-
ing 100% rejection to EB and PPh-IX dyes show
great potential for usage in the separation of large
dye molecules.
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Figure 10: Rejection of dyes on GO and PGO hollow fibre mem-
branes with 3 min coating time. Dyes used are: Methyl Red(MR),
Erythrosin B(EB) and Protoporphyrin IX(PPh-IX)

4 Conclusion

In conclusion, we have successfully fabricated
PGO HF membranes with improved permeance,
compared with GO membrane, by generating
pores on GO nanosheets. A slight decrease in
the interlayer d-spacing from 0.836 nm to 0.828
nm was observed for the PGO membrane mea-
sured by XRD spectra. Similarly, Raman spectra
showed a decrease in the Ip/lg ratio from 0.99
(GO) to 0.96 (PGO), signifying a partial reduction
of the PGO membrane. The permeance of the
PGO HF membrane was preferentially adjusted
by controlling the thickness of the coated PGO
layer. According to water permeation tests, the
PGO HF membrane showed water permeance
12-fold higher than that of the GO HF membrane
while retaining 100% rejection to PPI-hX and EB

dyes, proving the potential of the PGO HF mem-
brane in the nanofiltration for water purification.
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Abstract—The quantitative effects of residually trapped CO; on the diffusive flux of CO,-brine systems in subsea geological formations

were investigated in this report. In carbon capture and storage, the interactions between different trapping mechanisms is important as this
is one of the factors governing the long-term storage stability of trapped CO,. In particular, this report models the interaction between
capillary trapping, where CO; is trapped by capillary forces and dissolution trapping, where CO; is trapped by dissolving in brine. This
is done by modelling the trapping and transport mechanisms of the CO; in brine using OpenPNM, a Python-based modelling software.
An invasion percolation model, governed by the Washburn equation was used to simulate the percolation sequence of brine through the
pores, which is the process by which CO,; is trapped. A Fickian diffusion model was then used to model the diffusive transport of the
CO;-brine solution, which was governed by a concentration gradient across the pore network. The results of the simulation were visualised
using a combination of concentration outlet curves, concentration maps and diffusivity curves. The data from the simulation showed that
the effective diffusivity of solutes in water decreased as the air saturation increased. When comparing the relationship between effective
diffusivity and air saturation to Archie’s law, a good fit was obtained at low air saturations. However, this relationship broke down at
higher air saturations due to air clustering, which prevented complete randomisation of air pore occupancies. The results of this report are
important in understanding the effect capillary trapping has on dissolution trapping, and consequently the overall storage stability of CO;
in saline aquifers.

Keywords—Chemical transport, CO, trapping, Porous media, Diffusive transport, Carbon storage

I. INTRODUCTION trapping, dissolution trapping and mineral trapping [Iglauer,

. . . . . 2011].
I nterest in CO; reduction strategies have been increasing

as CO, emissions continue to rise rapidly due to hu- 100
man activity [Program, 2020]. Policy and legislature regu-
lations such as the EU’s Fit for 55, which aims to reduce
CO; emissions by 55% by 2030, have been created to ensure
countries reduce their CO, emissions accordingly [Council,
2020]. Carbon capture and storage (CCS) has been identified
as the most impactful way to reduce atmospheric CO, levels.

CCS involves a number of sequential steps. Firstly, the
CO; emissions are captured, usually from exhaust pipes in
post-combustion processes. This removes dilute CO, (5-
15% CO; concentration) from flue gas streams at low pres-
sures [Fanchi and Fanchi, 2017]. After this, the CO, is
transported via pipelines or ships to use as feedstock in
further processes, enhanced oil recovery or as discussed in H 150 e
this project, stored in underground geological formations at Tirn sinca ingachion alons |yean)
depths usually greater than 800m.
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Fig. 1: Differing features of the various trapping mechanisms

At such depths, CO; is present in a supercritical state as
it is held above its critical temperature (32 °C) and pressure
(72.8 atm). The supercritical CO; (scCO;) is more buoy-
ant than fluids such as brine or hydrocarbons present in the
rock void space [Baban et al., 2021]. Therefore, to ensure
the long-term stability of carbon capture, it is important that
there are mechanisms in place to keep the buoyant scCO; un-
derground and prevent it diffusing back into the atmosphere,
negating the work done in CCS. There are four main scCO,
storage mechanisms, namely structural trapping, capillary

[Abidoye et al., 2015]

In structural trapping, an impermeable rock formation
such as an anticline or sealing fault prevents the upwards
migration of CO,. In mineral trapping, a reaction of CO;
and brine forms solid carbonate minerals, which are able to
trap CO; efficiently. Although mineral trapping is consid-
ered the safest trapping mechanism as seen in Figure 1, it re-
quires a long time scale (in the order of thousands of years)
to come into effect. In dissolution trapping, CO, dissolves in
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the brine solution leading to an increase in CO,-brine density
and creating a dynamic gravity imbalance, triggering con-
vection currents. This ensures that the trapping mechanism
is secure, even in the absence of structural features such as
cap-rocks.

Lastly, CO» can also be immobilised under capillary trap-
ping, enhancing the security and capacity of CO, storage.
This immobilisation is due to capillary forces, which hold
the micrometer-sized CO, bubbles in the rock pore network
through snap-off [Al-Menhali and Krevor, 2016]. Initially,
the rock is assumed to be fully saturated with brine. In water-
wet geological formations, when injected, the non-wetting
phase (air, in this project) fills the large pores, while the wet-
ting phase (water) fills the smaller pores and clings to the
rock surface, minimising surface tension [Abdallah et al.,
2007].

As the water (which forms the wetting layer) imbibes
through the pore network, the water pressure rapidly in-
creases, causing the wetting layers to swell [Vick et al.,
2017]. At some point and at a critical air bubble radius, the
air (non-wetting layer) loses contact with the rock’s pores
and the water moves rapidly into the throats, displacing the
non-wetting layer. In capillary trapping, this usually occurs
at the narrowest point of the throat with the smallest radius.
Throats are then invaded in order of size in a percolation se-
quence, with the wetting phase in the throats and the non-
wetting phase trapped in the pores.

Fig. 2: Snap-off mechanism showing water (the wetting layer
shown in blue) advancing and trapping air (the non-wetting layer
shown in grey) [Kraus et al., 2015]

There are a few factors which affect the degree of trap-
ping. Firstly, the wettability of the rock can influence the
amount of CO; trapped. The wettability of the sub-sea rock
has a significant impact on relative permeability, capillary
pressure and CO;-brine mass transfer [Al-Khdheeawia et al.,
2016]. As a result, water-wet rocks such as sandstone or car-
bonate result in more trapping. The ratio of pore to throat size
(larger pores relative to throats favour trapping) and network
connectivity (more throat connections per pore can leads to
less trapping) also affect the levels of trapping [Krevor et al.,
2015]. Finally, the amount of CO; injected can also affect of
trapping (more CO; injected, the more CO, is available to be
trapped).

Importantly as this project explores, the presence of
trapped CO; bubbles in the pores can affect the dissolution of
CO;, in brine by reducing the effective diffusivity. Acknowl-
edging the different types of trapping and how they interact is
essential to understanding the stability and long-term storage
security of CO; in sub-sea geological formations.
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Modelling techniques were employed to simulate the mass
transport behaviour of CO; in porous rock partially saturated
with brine. Water and air were used in place of brine and
CO; when building the mass transfer models. This approxi-
mation was valid because the transport properties of air-CO;
and water-brine were comparatively similar under the tem-
peratures and pressures simulated. For the remainder of this
project, water and air are used interchangeably for brine and
COs.

An invasion percolation model was used in conjunction
with the Fickian diffusion model to simulate the percolation
of water through the porous rock. Here, viscous forces are
assumed to have a negligible effect on fluid transport. Con-
sequently, buoyancy and capillary forces are the primary fac-
tor in predicting the CO, plume migration [Mehana et al.,
2020b]. The capillary pressures required to invade pores
were calculated using the Washburn equation, which is ex-
plored below.

To characterise the diffusive behaviour of air in water, a
2-D Fickian diffusion model was employed. The Fickian dif-
fusion model is a numerical method, which utilises volume-
averaging, treating the pore space as homogeneous and re-
stricting diffusion to the void space. This means the diffusion
is influenced by the porosity and tortuosity of the network,
impacting the total diffusive flux through the network. The
effective and relative diffusivity of brine in CO, were cal-
culated using Fick’s first law as also explored in the section
below.

II. METHODS AND MATERIALS

Pore network simulations were carried out using OpenPNM,
a Python-based modelling software. Firstly, pore network
characteristics were determined by analysing different types
of reservoir rock commonly used in carbon storage. Result-
ing rock features including number of pores, pore spacing
and coordination number were then imported and modelled
in OpenPNM.

Feature Value
Number of pores 30
Lattice spacing (m)  1x1073
Lattice length (m) ~ 30x107
Coordination number 3
Shape 2-D

Table 1: Features of the porous network used in this project

The pore network was then modelled using a 2-D stick
and ball network and the water and air phases introduced to
observe the macroscopic transport behaviour in the rocks.

a. OpenPNM implementation

To simulate the different pore network models, OpenPNM
was used. OpenPNM is an open source project providing
network simulations, which can be used to simulate trans-
port in porous materials such as reservoir rock. OpenPNM
contains many key modules, which consist of various classes
and methods.

These different modules can be used to specify the net-
work, geometry, phases, physics, materials and algorithms
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used in the simulation. The geometry module was used to
specify the stick and ball network in this project, which de-
termined the pore and throat size distribution.

The phases module was used to introduce air and water
into the network to simulate brine and CO; in the rock. This
module was used to specify the thermophysical properties of
the fluids present in the pore network [OpenPNM, 2018c].
Pore-scale models are included in the physics model and can
be used to calculate physical properties of the fluids as func-
tions of the relevant state variables. The object initialises at
standard conditions of 298 K and 101325 Pa, but can be al-
tered and thermophysical properties recalculated. The pore
scale models for each fluid include the molar density, pore
diffusivity, pore surface tension, pore thermal conducitivity
and pore viscosity.

The physics module was used to calculate properties re-
lated to physical transport processes such as conductances
and capillary effects. This module ensures that the differ-
ent physical models will only have access to information
on the network, geometry and phases to which they are as-
signed. In addition, models such as invasion percolation
and Fickian diffusion, require information about the network,
which is stored in the physics module. In this project, the
physics model was used to compute the capillary entry pres-
sure, modelling the throat in a cylindrical tube. The Wash-
burn equation is used to determine the capillary entry pres-
sure, which is suitable for non-wetting phases such as CO,
[OpenPNM, 2018d].

The algorithms module was used to conduct transport sim-
ulations on pore networks. In this project, the invasion perco-
lation simulation is run using the algorithms module. For in-
vasion percolation, the algorithm uses a binary heap to store
a list of all accessible throats (i.e. P > Pc), sorted according
to entry pressure [OpenPNM, 2018a].

1. Use of pore network model (PNM)

PNM was used to model the transport processes that occur
within the subsea rock’s structure. A pore-scale simulation
was chosen over experimental techniques for a number of
reasons. Firstly, pore-scale simulations are able to mimic
transport processes in a more cost-effective and efficient way.
Secondly, variations in the rock’s parameters (for example:
porosity, coordination number, lattice size) can easily be al-
tered, and the resulting effect on transport properties ob-
served. Xiong et al. [2016]. This offers a way to measure
chemical and transport properties, much easier than using ex-
perimental methods [Meakin and Tartakovsky, 2009].

PNM was also chosen over other pore-scale simulation
techniques such as particle-based methods like the Lattice
Boltzmann method. Firstly, unlike particle-scale models,
PNM is adept in in intermediate-scale analyses involving tens
or hundreds of pores [Tartakovsky et al., 2007]. In addition,
PNM has quicker computational times, due to simplifications
and approximations made in the simulations. This enables
the algorithms to run faster, allowing a greater range of sce-
narios to be run in a given time-frame.

The accuracy of pore network modelling when predicting
transport behaviour depends on how closely the PNM is able
to represent the pore space being replicated. However, the
intricacy of real pore networks with respect to the irregular
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pore distributions can make this hard to model.

b. Physics-based models

To model the transport behaviour, the percolation of water
through the porous system and the resulting trapping of air
was modelled using an invasion percolation algorithm. This
was useful in simulating the capillary trapping sequence that
occurs in porous media. After the percolation simulation, the
diffusion of air in water was modelled using a Fickian diffu-
sion algorithm. Finally, the effects of capillary trapping on
the diffusion of CO, were studied, by calculating the effec-
tive diffusivity of CO; in brine as a function of air saturation.

1. Percolation algorithms

The migration of a CO; plume depends on a balance of buoy-
ancy and capillary forces. The buoyancy forces are caused
by density differences between the CO; and the surrounding
brine. Conversely, the capillary forces represent the resis-
tance to the invading fluid and depend on the pore structure,
wettability and surface tension.

Darcy-based approaches can model plume migration by
solving a set of partial differential equations (PDE’s) to es-
timate the time and space distribution of pressure and satu-
ration for both air and water phases [Mehana et al., 2020a].
When comparing invasion percolation and Darcy-based sim-
ulations, the computational efficiency of percolation simula-
tions is greater, allowing for more advanced simulations.

As a result, plume migration and trapping was modelled
using invasion percolation, which uses the balance between
buoyancy and capillary forces to predict plume migration.
The invasion simulation proceeds by identifying neighbour-
ing elements of clusters and invading them one at a time.

This was also chosen over ordinary percolation for a num-
ber of reasons. Firstly, by invading clusters one at a time
instead of all at once, a more accurate representation of
transient flow and the related physics models are obtained
[Wilkinson and Willemsen, 1983]. Secondly, as the inva-
sion proceeds, some air clusters can become completely sur-
rounded by the invading water phase due to capillary forces,
leading to trapping and this can only be modelled using in-
vasion percolation. The capillary pressures required to enter
a pore/throat are calculated using the Washburn equation:

P — 20cos(0) )
r
A range of pressures are defined and for each one the value
is compared to the entry pressures of the throats. If the entry
pressure is greater than the current threshold value, this ele-
ment is considered invaded and can form part of an invading
cluster [Guide, 2019].

2. Diffusion simulation

In this project, both steady-state and transient Fickian dif-
fusion were used to measure transport properties. Transient
Fickian diffusion was used to determine properties, such as
the outlet concentrations of water, as a function of time. The
diffusion equations are unsteady, and therefore require so-
lutions in which position varies as a function of time. This



CHEMICAL TRANSPORT IN PARTIALLY SATURATED POROUS MEDIA

was used to observe how these properties progressed over the
course of the simulation.

The transient algorithm settings were updated to make
the simulation more relevant to our investigations. Firstly,
Dirichlet boundary conditions were implemented at the in-
let, which were defined at the ’left’ pores as specified by
OpenPNM, to ensure the inlet solute concentration = 1
mol/m> while the outlet concentration of the ’right’ pores
varied. The time discretization scheme was set to Crank-
Nicolson, which is second-order accurate in time. This in-
volved the integration of every term in different equations
over a time step (t=Als). The final time step was also spec-
ified to ensure sufficient time for the simulation to reach
steady-state.

The steady state Fickian diffusion was then run to deter-
mine the diffusion and therefore the effective diffusivity of
the solute in water. This was done by applying controlled
boundary conditions on opposing faces, calculating the diffu-
sion rate, and inverting Fick’s first law as seen in equation 4.
The boundary condition were similar to the Dirichlet bound-
ary conditions of the transient algorithm but with the ’right’,
outlet pores maintained at solute concentration = 0 mol/m?.
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¢. Porous framework modelling

After the relevant physics models were chosen, the porous
network was replicated in OpenPNM. Porous systems are
one of the most important characteristic of hydrocarbon
reservoirs. Crude oil and/or natural gas are able to migrate
through the rock’s pores by displacing brine present in the
voids. The pores exist as a distribution of sizes, with neigh-
bouring pores connected to each other through throats. When
modelling the porous network in 3-D, a stick and ball net-
work was chosen, which represented the pores as perfect
spheres, and the throats, cylinders.
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Fig. 3: 2-D pore network model showing pore size distribution

Pore sizes were determined by assigning diameters to each
pore from a random distribution, spanning Oum to 10um.
The upper limit matched the lattice spacing of the network,
which was manually specified in the code. Throat diameters
were then taken as half the size of the smallest pore they
were connected to [OpenPNM, 2018b]. A porous network
showing the pore size distribution can be seen in Figure 3,
with darker dots representing larger pores.
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Using this model, the mass and chemical transport of CO,
were predominantly determined by the sizes and geometri-
cal locations of the pores, as well as the connection of pores
via throats [Xiong et al., 2016]. The interconnections of the
pore-throat network allowed mass transport via a concentra-
tion gradient, where the water diffused from a region of high
to low concentration. The porosity of the rock was calculated
using:

Ve
Vi

where V), is the pore space volume filled with the wetting
phase and V; is the entire volume of the rock. The porosity
of the rock as well as other key features such as the coordi-
nation number were used to model the different rock samples
examined.

¢ = 3)

1. Random seed averaging
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Fig. 4: Workflow showing sequential steps taken with circular
loops for loop sequences

A different random pore network was generated each time
the simulation was run at a given air saturation. This oc-
curred due to the random assignment of pore and throat sizes
affecting the capillary pressure required to invade the ele-
ment. To ensure results were consistent, a random seed gen-
erator was implemented to ensure that the same random pore
network was generated each time.

The inclusion of different random seeds generated porous
networks, which consequently affected the mass and dif-
fusive transport characteristics of CO, in the simulation.
Therefore, extensive analysis had to be carried out to ensure
that the appropriate number and values of random seeds were
chosen to guarantee uniformity and replicability.
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Figure 4 shows the workflow implemented when running
the simulation. The random seed was used to generate the
pore network and then the diffusion algorithm was run for a
number of air saturations.

The number of random seeds included were varied from
one to five values and the resulting effect on outlet water
concentration observed to determine the optimum number
of random seeds. Increasing the number of random seeds
included changed the features of the outlet curves (such as
time to reach concentration of 1 mol/m?) in a random fash-
ion, as can be seen in Figure 5. There was no observable
pattern between the number of random seeds used and the
resulting porous network. Therefore, the results from ran-
dom seeds 10, 9 and 8 were taken and averaged to produce
the porous network. This ensured randomness in the pore
network generation, while optimising for speed and compu-
tational efficiency.
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Fig. 5: Effect of the number of random seeds used on transport
processes within the porous network, which effect the shape of the
outlet curve

d. Phase introduction

After producing the porous network and selecting the rele-
vant physics models, the fluid phases had to be introduced.
The air phase was introduced into the pores, and then it was
specified that any pores that didn’t contain air must contain
water, i.e. the pores had strict binary occupancies. Following
this, a correction factor of 1x10~° was applied to the diffu-
sive conductance of all throats connected to at least one pore
that contained air, restriction solute transport through them
significantly.

In introducing the air phase, two different scenarios were
modelled for comparison sake. In the first scenario, a man-
ual random air-assignment was used, where a fraction of the
pore volume = air saturation was randomly assigned with air.
In the second scenario, there was no manual interference,
and the air was allowed to occupy the pores based on the
physics of the system, governed by the invasion percolation
algorithm.

By simulating these two scenarios, the choice to use the
percolation-based air assignment was justified. As seen in
Figure 6a, the water represented in blue had no connected
path from left to right, restricting flow. Conversely, as seen
in Figure 6b, there is a path from left to right, which allows
water flow and consequently diffusive transport.
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(b) Physics-based air assignment
Fig. 6: 2-D porous network showing air (represented in red) and
water (represented in blue) occupancies

II1. RESULTS

a. Concentration maps

In this section, the concentration of the solute in water was
maintained at 1 mol/dm? in top part of the pore network and
the fluid allowed to diffuse through the porous network. The
resulting concentration maps depended on the air saturation
being simulated, with differences in air saturation producing
different results due to an increase in tortuosity. The concen-
tration maps also varied temporally, as the solute took time
to diffuse to regions of lower concentration.

1. Concentration maps as a function of saturation

As mentioned in the preceding section, the impact of the in-
vasion percolation on the air pore occupancy of the porous
network differed depending on the air saturation that was be-
ing modelled. At low air saturations, the pores that contained
air were more uniformly distributed in the pore network and
appeared random. However, as the saturation specification
increased, the air-containing pores were more localised to
sections of the pore network, forming clusters. This was as
a result of smaller clusters joining to form larger aggregates.
This meant entire sections of the pore network were inacces-
sible to water and therefore could not participate in diffusion.

With the impermeable, air-filled pores acting as obstacles
to the diffusive flux, the solute molecules had a longer path
around the barrier to travel in the partially saturated simula-
tions. This increase in tortuosity was not equal in all sections
of the pore network due to the clustering leading to a non-
homogeneous mixture of the two phases. This inequality was
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Waler saturation mapt

Fig. 7: Concentration maps at 10%, 20% and 30% air saturation.
The yellow regions indicate 100% water, while the purple regions
indicate 100% air. Higher air saturations exhibit higher amounts of

air clustering - as seen by connected regions with 100% air

more pronounced at higher air saturations. This meant that
the length of the paths that the solute molecules were exposed
to differed depending on the extent of the tortuosity change
in its vicinity.

2. Concentration progression over time

The phenomena described above is further illustrated with
Figure 8, which presents snapshots of the concentration pro-
file at given conditions of the pore network before steady
state is achieved to compare the routes taken by the solute
when air saturation is varied. In this simulation, the solute
concentration was maintained at 1 mol/dm? at one end and
the evolution of the concentration front was observed. The
snapshots display the concentration profile when the average
outlet solute concentration in the water-filled pores were 5%,
25% and 50% respectively.
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Fig. 8: Concentration progression maps at 0% and 30% air
saturation for t at 5%, 25% and 50% average solute concentrations

Without any air, the concentration front was approxi-
mately perpendicular to the direction of diffusion at every
point in the simulation as seen in Figure 8. There were also
no dead zones along the concentration profile. This was due
to the tortuosity being constant throughout the pore network.
On the other hand, when air was introduced to the system,
the concentration level curves had different features due to
the dispersal of the solute being hindered by inaccessible air-
filled pores which increased tortuosity.

This inaccessibility led to more tortuous paths for the so-
lute to take to reach the outlet pores but this increase in tor-
tuosity was not equally distributed in the pore network. This
was evident from the areas of lower concentration with the
highlighted area of Figure 8 being an example of one of these
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deadzones that were created. This area was just below a clus-
ter of air. Thus, the solute was required to travel around this
obstruction to reach this subset of low concentration pores.
This was more tortuous than reaching most of the other pores
at the same level. Consequently, the concentration front was
no longer perpendicular and there were areas of lower con-
centration.

b. Outlet curves

The saturation had an effect on the concentration profile spa-
tially but also how it evolved with time as can be observed
in Figure 9. This monitored the mean concentration of the
pores at the bottom which still contained water after the per-
colation process from time t=0 when a step change from 0
mol/dm? to 1 mol/dm? in the top pores’ solute concentration
was applied to and maintained for each system.
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Fig. 9: Outlet curves at different air saturations

As can be seen in Figure 9, the increase in tortuosity at
higher air saturation increased the time it took for the pore
system to reach steady state during the Transient Fickian Dif-
fusion experiment. This time corresponded to the point at
which the mean outlet water concentration was 1 mol/dm?.
All the curves demonstrated behaviour that is characteristic
of a step response change for a first order system. The initial
gradient corresponds to the time constant which is character-
istic of the system. With the same input change, a steeper
initial gradient corresponds to a faster response of the sys-
tem to a change. This meant that less air in the pore network
gave a quicker response to changes in the system. This could
once again be explained through the longer path the solute
molecules must take to diffuse when faced with a more tor-
tuous, obstacle-filled paths.

Furthermore, there was a more significant gap in the be-
haviour between 0% and 10% saturation than that of the 10%
and 20% saturation. This trend was also observed with the
subsequent interval. This showed that the rate of change of
the steady-state time, and therefore the responsiveness, de-
creased as the saturation increases.

c. Diffusivity curves

In this section, the graphs were produced by averaging the
pore network models produced from three different random
seeds. The same trend in temporal and spatial behaviour of
the pore networks’ concentration profile can be encapsulated
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in the overall change in the diffusivity due to the presence of
trapped air in the pore network.

1. Relative and effective diffusivity

The presence of air bubbles in the pore network due to trap-
ping consequently led to an overall decrease in the diffusivity
as seen in Figure 10 where the relative diffusivities were cal-
culated using Fick’s law. This diffusivity decrease was dras-
tic following the initial inclusion of air with a 50% decrease
in diffusivity when the air saturation was just below 10%.

Fig. 10: Relative diffusivity as a function of air saturation. Relative
diffusivity was determined by normalising effective diffusivity at a
given saturation to the effective diffusivity at 0% air saturation

This decrease, however, became more moderate beyond
an air saturation of 15%. This may have been due to the
clustering as identified in Figure 7. The incremental change
in the size of the clusters had a marginal effect on the level
of obstruction for the solute compared to another path being
blocked through the filling of pores with air in a separate area
of the network.

At even higher air saturation, the diffusivity tended to 0.
This could once again be explained through the clustering
which made the water-filled pores capable of transporting the
solute become disconnected. Thus, no diffusion could take
place. This complete disconnection occurred at around 50%
saturation at which point, the outlet curves, as seen in Figure
9, did not reach the steady state concentration.

2. Diffusivity modelling

Upon modelling the diffusion of CO; and brine percolation
through the pore network, it was important to quantify the
effects of trapped CO, on its diffusivity in brine. There are
a number of empirical and mechanistical models quantifying
the effective diffusivity (D.yr) to the level of water satura-
tion (S). In this project, the most commonly used model -
Archie’s law was used [Archie, 1942]:

Defr=8"XDo X §g 4)

The equation defines effective diffusivity as a function on
saturation, porosity at complete water saturation (¢,,) and
molecular diffusion constant and two exponential constants -
saturation exponent (n) and cementation exponent (m).

Upon fitting the data from our simulations to Archie’s law
as seen in Figure 11, a best-fit cementation exponent of 2.96
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Fig. 11: Effective diffusivity curve fit to Archie’s law

(£ 0.30%) and saturation exponent of 6.59 (4 9.41%) were
obtained.

According to Hamamoto et al. [2010], the cementation and
saturation expononets tend to vary between 1-3. This agrees
with the value found for the cementation exponent however
the saturation exponent deviates greatly from this range. This
made this an interest of further investigation as explored in
the section below.

IV. DISCUSSION
a. Deviations from Archie’s law

The cementation exponent is related to the connectivity of the
pore structure which is idealised and constant for this pore
network model [Kennedy, 2015]. Thus, it is reasonable for
the value obtained to be within the range seen in real rock
samples.

Similarly, the deviation of the saturation exponent can be
explained using an understanding of the theory that birthed
the empirical correlation and acknowledging the shortcom-
ing of the modelling technique. The saturation exponent is
related to the wettability and a specific phenomena that oc-
curs depending on this property. In actual water-wet rocks,
even at high air saturation, it is found that there can be a thin,
continuous film of water on the pore walls, encapsulating the
air in the pores as seen in Figure 2. This allows for film dif-
fusion to still take place in air-filled pores albeit with much
higher resistance due to the decreased thickness. The more
water-wet the pore body is, the lower the value of the satura-
tion exponent is expected to take as the effect of the increased
saturation is mitigated against by the fact that the pores can
still maintain water connectivity.

OpenPNM models two-phase systems by assigning pores
occupancy to a phase in a binary. This means that it doesn’t
have the capability to take into account a film of the second
phase within the same pore. Moreover, to model diffusion,
the throats connected to pores containing air were given a
correction factor that dramatically reduced the diffusive con-
ductance in the water phase to render them highly discon-
nected from the rest of the water phase. As such, the model is
overall not able to take into account this potential for higher
connectivity. As such, the saturation number is very high to
accurately portray how highly effective changes in saturation
is in reducing diffusivity.



CHEMICAL TRANSPORT IN PARTIALLY SATURATED POROUS MEDIA

With this in mind, the values for the saturation exponent
may be better described in this experiment as more akin to
the value of an oil-wet rock. For oil-wet rocks, that this
value can increase to up to 25.2 [Tiab and Donaldson, 2012].
Although this is in relation to electrical conductance, this is
more analogous to to the effect air had on solute diffusion in
these simulations, making the value found more reasonable.

Another option to interpret this data is to utilise the cor-
rections that have been made to Archie’s Law over the years.
Equation 4 does not take into account the saturated and unsat-
urated percolation threshold, ¢}, and ¢, respectively. These
represent the inactive water phase for the given transport pro-
cess at complete water saturation and the water porosity at
which the diffusive transport is rendered negligible due to the
fluid becoming disconnected respectively [Hamamoto et al.,
2010]. By writing the saturation in terms of porosity of the
water phase at the saturation and at complete water satura-
tion, Archie’s Law can be rewritten as seen in Figure 5.
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In approximating the unsaturated percolation threshold,
the value corresponding to a water saturation of 0.5 was cho-
sen as this is the point at which an outlet curve to steady state
is no longer produced in the simulation. On the other hand,
the saturated percolation threshold was kept at O as due to
the simulation being idealised. Using this, a closer approxi-
mation when looking at high water concentration was found
as seen in Figure 12. Consequently, the use of this gives a
cementation and saturation exponent of 2.96 and 4 respec-
tively. As expected, the value of the cementation exponent
showed little change but the saturation exponent decreased
significantly, fitting better with the initial research.
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Fig. 12: Effective diffusivity curve fit to Archie’s law when using
the percolation threshold of 0.001

b. Lattice sizing

As seen in Figure 12, there is still some deviation from
Archie’s law at lower water saturations (or higher air satu-
rations), which can be attributed to air clustering. At higher
air saturations, the simulation becomes less able to randomly
and evenly distribute air within the pore network. This be-
comes more obvious when the size of the air clusters increase
and becomes similar to the lattice size as seen in Figure 7.
Archie’s law predicts the D, 77 - saturation relationship based
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on complete randomisation of air occupancies, therefore in
the absence of random distribution, a breakdown between re-
search and our data exists at higher air saturations.

The relationship obtained is still relevant at lower air satu-
rations as most capillary trapping processes have air satura-
tions between 10-30% [Krevor et al., 2015]. Therefore, our
data is still relevant especially given the scope of capillary
trapping in CO; storage. Furthermore, the point at which the
air saturation is high close to the injection point, it is unlikely
for molecular diffusion to the main method of solute distribu-
tion due to the turbulence and it’s effect could be neglected
in modelling. However, if data at higher air saturations is
required for future studies, a larger pore network could be
utilised. This would increase the number of pores available
for air occupation, which would enable the air bubbles to be
more randomly placed.

c. Evolution of porous network

As the CO; dissolves in the brine, carboxylic acid (H,CO3)
is produced, which reduces the pH of the brine, making it
more reactive to the minerals it contains [Zhu et al., 2019].
This creates significant changes to the chemical, mineral and
physical properties of the porous network.

This project assumed that the porous network stays con-
stant over the lifetime of the simulation. However, this is
not entirely accurate as the reactions mentioned above can
lead to the evolution of the porous network, causing signifi-
cant changes in larger-scale transport properties such as the
calculated effective diffusivity. In future work, the effects
of reactive transport on the pore network and consequently,
transport properties can be observed, to get a more holistic
view of the effects of trapped CO,.

d. Evolution of saturation

This project also assumed that the air saturation stayed con-
stant over the course of each simulation. However, the air
saturation also changes from t = time of air injection. Over
time, the trapped air bubbles dissolve in the water, reducing
the air saturation. This could lead to a decrease in path tortu-
osity over time, which would affect the effective diffusivity
of the air-water system. This effect is likely to be more pro-
nounced at higher initial air saturations and at greater times
since injection.

V. CONCLUSION

The research showed that the inclusion of capillary or resid-
ually trapped CO; led to the reduction of CO;’s diffusivity
in brine, due to an increase in tortuosity caused by air-filled
pores. As a result of these findings, it is recommended that
the amount of capillary trapped CO,, which is directly re-
lated to the amount of CO; injected intially, be limited to low
CO; saturations (<30%). At low CO; saturation levels, there
is still significant amounts of both capilllary and dissolution
trapping. Above this saturation level, CO; clusters begin to
form, which reduce the effective diffusivity of CO, in brine,
significantly affect the amount of dissolution trapping that
occurs. This should be avoided as dissolution trapping leads
to more safely stored CO, than capillary trapping as can be
seen in Figure 1.
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The reduction in the CO, diffusivity in brine caused by
residual capillary trapping of CO; followed the expected di-
rection, agreeing with previous literature, which predicted
the same trend [Gilmore et al., 2020], [Krevor et al., 2015],
[Amarasinghe et al., 2020]. Quantitatively, the function re-
lating effective diffusivity to CO, trapping was found to
match research data from Archie’s law at lower air satura-
tions (< 15%). This is still relevant as the amount of capillary
trapping in porous networks is usually around this amount
Krevor et al. [2015].

Given the rapid rise in atmospheric CO, levels over the
years, climate mitigation techniques such as carbon capture
and storage have seen a rapid increase in relevance and im-
portance. It is imperative that the stored CO, is trapped
safely underground and can not be released back into the at-
mosphere. Therefore, projects such as this which quantify
the impact of one trapping mechanism on the other are im-
portant, as the safety of trapped CO, depends largely on the
type and interactions between these different trapping mech-
anisms. This can be used to give further insight into the ef-
ficiency of carbon storage in porous subsea geological for-
mations at different CO, injection levels. This project could
also be relevant for enhanced oil recovery techniques, such
as gas injection where CO; is injected not to be stored, but to
enhance the flow of oil trapped within pores.

This work succeeds a growing field of research in simu-
lation of transport processes in porous media. There is sig-
nificant potential to extend this research to investigate the in-
terplay between even more types of capillary trapping. For
example, dissolution trapping (CO; reacts with brine to form
solid carbonates) could reduce the CO, saturation and also
lead to a change in the porous network, as the solid carbon-
ates get deposited. This could influence the diffusivity re-
lationship that we determined. This work could also be ex-
tended to include reactive transport of CO,, where CO, re-
acts with the brine to form a weak carbonic acid. Finally, the
same simulation could be run using different rock types and
lattice sizes and the effects on transport properties quantified.
These different revisions can be investigated in the context of
carbon capture in porous media.
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Exploration and Constraint Satisfaction in Trust Region Methods in Black-
box Optimisation
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Abstract

Optimisation problems in chemical engineering often take the form of expensive black-box optimisation problems, where
the evaluation of any given set of input variables incurs significant computational cost. As such, the performance of an
algorithm per point evaluated is of key interest to the study of Derivative-Free Optimisation (DFO). To this end, several
modifications to the DFO algorithm CUATRO are described and investigated over a range of test functions and black-
box case studies, the primary aim being to improve efficiency through better exploration. Key features of these modifi-
cations include a focus on safer exploration, improved trust-region sampling, as well as the incorporation of global solu-
tion heuristics for application in highly non-convex problems. The proposed safe exploration algorithm showed great
promise in improving evaluation efficiency as well as reduced constraint violations. The proposed low-discrepancy sam-
pling does not show significant improvement in the majority of 2-input variable problems but show potential improvement
in problems with a greater number of input variables. The global heuristics are found to promote better exploration of a
given problem’s feasible region to locate several local optima. Hence, these are expected to provide a useful framework
for global algorithms that could be used more generally.

1. Introduction
1.1 Black-box Optimisation

This study is concerned with black-box problems,
which are defined as functions for which there is no ex-
plicit or analytical form. As such, the user can only rely
on output data, which can often be expensive to com-
pute. No derivative information is available, making de-
rivative-based optimisation techniques inadequate.

This kind of problem is applicable to many chemical
engineering situations (Eason & Biegler, 2018; Felton,
Rittig & Lapkin, 2020). Two such situations are simu-
lated — a Real-Time Optimisation and a Self-Optimising
Reactor — and are used in this study for benchmarking.

1.2 Objectives

The objective of this study is to investigate the effect
of implementing various strategies in CUATROg, a de-
rivative free optimisation (DFO) algorithm developed
by van de Berg et al. (2022) on the algorithms’ effi-
ciency and constraint violations. Each strategy uses dif-
ferent methods, but all aim to improve exploration in the
algorithm. The performance is tested using various test
functions and case studies.

The rest of the report is structured as follows. Sec-
tion 2 looks at some of the theory behind nonlinear op-
timisation, types of surrogate models used in optimisa-
tion and discusses some examples of popular DFO algo-
rithms and their strengths and weaknesses. Section 3 dis-
cusses in detail the methodology behind the strategies
that are applied to CUATROg in this study and intro-
duces the case studies on which they are tested. Section
4 describes the results of these tests and section 5 dis-
cusses the trends observed.

2. Background
2.1 Trust-region and line-search

Consider a simple description of an optimisation
problem:

min f (x) €Y)
X
s.t. gx)<0
xl,j < Xj < xu‘]’
Vj=12,..,n,

where x, ; and x,, ; are the lower and upper bounds of
the i*" element of x respectively, and n, is the dimen-
sionality of x. The methods that one chooses to mini-
mise the objective function f(x) will depend on many
factors, which includes the availability of derivative in-
formation to the user. Two common categories include
line-search and trust-region (Nocedal & Wright, 2006).

The goal of line-search methods is to optimise along
a specified search direction to find the optimal step-
length a,, for every iteration k:

ay = argmin f(x; + apy) (2)
a>0

When derivative data is available to the user, the most
obvious chose of py is the —Vf (x}) i.e. the direction of
steepest descent. However, if f(x) is twice differentia-
ble, it is possible to instead approximate the model by a
Taylor expansion up to the second degree:

fx+p) =)+ )P +3p"V2f()p  (3)
+H.0.T

By negating higher order terms, the optimum can be es-
timated by setting Vf (x + p) = 0 and solving to find:

p=—-(Vf()™HVf(x) 4)

as outlined by Nocedal & Wright (2006). For cases in
which V2f(x) is positive definite at xy, this search di-
rection is used as is the case with the Newton optimisa-
tion method. As deviations from the second order ap-
proximation worsen with O(||p||®), the estimated mini-
mum will be less accurate for larger steps. Hence this
process is iterated until convergence. In general this is
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more effective than following steepest descent as the
model captures the curvature of the problem.

Line-search offers an effective framework for opti-
misation of problems with derivative information avail-
able to the user. Therefore, for expensive black-box op-
timisation, line-search is not an appropriate choice of al-
gorithm. We look instead to a trust-region strategy
where a model m(x) of f(x) is generated within a trust
region in which the accuracy of m(x) can be ‘trusted’
(Eason, 2018). More specifically, we enforce some ra-
dius A, at iteration k for which:

|xg+1 — xkll < A (5)

Similarly to the Newton line-search strategy, the model
function (also called the surrogate model of f(x)) is
commonly formulated as a quadratic approximation of
f(x):

mx,+s)=r+ q's + %STPS (6)

for some step s within the trust region. Because deriva-
tive data is not available to the user, we instead define q
and P as approximations to the gradient and Hessian ma-
trix respectively. For the algorithms concerned in this
paper, we impose the additional constraint that P is pos-
itive semi-definite so that optimising m(x) becomes a
convex problem. This ensures that a unique local mini-
miser exists within or at the boundary of the trust region.
Though other surrogate model types can be used in trust-
region model-based algorithms, quadratic surrogates
have remained common in literature ever since being
outlined by Winfield (1973) and further improved upon
by Conn (1997) and Powell (2002).

2.2 Surrogate Models

The choice and formulation of a surrogate model to
accurately represent a black-box function can be chal-
lenging. A variety of different methods are used with the
main ones being polynomial, radial basis function and
Kriging models (Forrester, Sobester & Keane, 2008).

The first category of models, polynomial models, are
conceptually the simplest. Forrester, Sobester & Keane
(2008) note that although higher order terms in the pol-
ynomial offer the potential for increasing the model’s
accuracy, they also run the risk of overfitting the data
and modelling noise as part of the surrogate, indicating
that high order polynomials are neither favourable nor
indeed necessary.

When dealing with trust region-based methods, lin-
ear approximations (n = 1) can be useful as they are
usually able to convey the general direction of the func-
tion’s gradient and are extremely easy to minimise, ow-
ing to a constant gradient. Their shortcoming is in their
inability to replicate any sort of curvature, which almost
all nonlinear functions (and by extension black-box
functions) used in this context have. They may also ex-
hibit oscillatory behaviour, as is typical with steepest de-
scent algorithms on problems with high curvature
(Fletcher, 1964).

This is where quadratic approximations (n = 2)
come in as they are curved and so can approximate non-
convexity in functions much better (on a local scale), yet
they do not carry much additional complexity and are
therefore still easy to implement and minimise. It is be-
cause of these properties that they are especially useful
in black box optimisation as mentioned before.

Radial basis function (RBF) and Kriging models can
very accurately represent highly nonlinear functions to a
much better degree than polynomial models (Forrester,
Soébester & Keane, 2008). That being said, in the appli-
cation of trust region-based methods, surrogate models
need to be updated at each iteration to represent new data
in the current trust region. As such, the simplicity and
ease of use associated with quadratic surrogate models
makes them generally more attractive for these methods.
There are, however, notable examples of algorithms that
do not make use of them, such as ORBIT (Wild, Regis
& Shoemaker, 2008), which uses RBF models. Their re-
port points out that the number of samples needed to
form quadratic approximations scales poorly with di-
mensions, thereby justifying the use of RBF models.

Additionally, surrogate models can be used to model
the constraints of a black-box problem, which are typi-
cally unavailable to the user. These can be used as an
alternative to penalty functions as a means approximat-
ing infeasibility (Forrester, Sobester & Keane, 2008).

2.3 A review of DFO algorithms

When dealing with expensive black-box functions,
derivative information is usually intractable to obtain,
and can be further exacerbated by noise (Moré¢ & Wild,
2009), hence there is a need for DFO algorithms.

Bayesian optimisation is one of the most notable ex-
amples, and has consistently demonstrated high effi-
ciency (Turner et al., 2021; van de Berg et al., 2022). In
short, it operates by first building a surrogate model of
the function, then computing an acquisition function
from this model, which takes into account exploration
and finally evaluating the function at the minimum of
this acquisition function before repeating the cycle (Fra-
zier, 2018). A popular choice for the acquisition func-
tion is the Expected Improvement acquisition function
(Schonlau, Welch & Jones, 1998). Although this method
is effective, the models used are usually quite complex
and this complexity only increases with each iteration,
meaning it can be difficult to minimise the acquisition
function and expensive to run in general (Ghanbari &
Scheinberg, 2017; van de Berg et al., 2022).

The SIMPLEX algorithm — initially developed by
Spendley et al. (1962) and subsequently improved upon
by Nelder and Mead (1965) —is a famous example of a
‘direct search’ algorithm. Direct search algorithms do
not aim to create and iterate on a model to minimise by
proxy, but instead use heuristic strategies to generate the
next point in a sequence of points (Lewis et. al, 2000).
As a direct search algorithm, SIMPLEX does not ap-
proximate any gradient information such as the Hessian,
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and so performs well for areas in which curvature
changes erratically. However, for neighbourhoods
around local optima where curvature information is key,
the algorithm struggles compared to model based ap-
proaches (Nelder & Mead, 1965).

The BOBYQA algorithm developed by Powell
(2009), which builds on Powell’s previous work on the
NEWUOA algorithm, is a model-based algorithm using
a quadratic surrogate bounded by a trust region. At each
iteration k, ng samples are generated in mutually orthog-
onal directions from the centre point x;. A quadratic
model m(x) is formed by interpolating sample points x
such that

m(xg;) = f(xs,:) (7)
Vi=12..ng

where f(x) is the objective function. As such, the num-
ber of samples is limited by the maximum degrees of
freedom for interpolation, which in this case is up to
%(n + 1)(n + 2) for an n-dimensional problem. At each
iteration, the model is updated by minimising the fol-
lowing Frobenius norm:

g{ltlifrlllvzmk+1(X) = Vimy (0)lr ®)

In doing so, the difference in the Hessian is minimised
ensuring the stability of future iterations. The model,
m(x) is then minimised within the trust region to find
the next local minimiser.

The CUATRO global (or CUATROg) algorithm de-
veloped by van de Berg et al. (2022) is the basis of the
algorithms developed in this paper. It is similar in con-
cept to BOBYQA, though it differs in a few crucial
ways. As opposed to many other trust-region model-
based approaches, the interpolation criteria in (7) are no
longer imposed. Instead, the quadratic surrogate is gen-
erated by a least-squares regression of a set of randomly

generated sample points within the trust region:
Ng

pin ) (e = 1) ©

i
1.7 T
mk(xS.i) = Exs,ipxs,i +q x5;+7r

Additionally, it updates the trust region according to an
approach outlined by Conn (1997). Namely, a variable
Py, atiteration k is defined as the ratio of actual objective
decrease over predicted objective decrease:

_ fOa) = ()

B my (X)) — Mm(Xgs1)

Pk (10)
This value of p; then decides whether or not to accept
the x;,, as the new centre and informs the size of the
next trust region. For a detailed outline of the algorithm,
the reader is referred to van de Berg et al. (2022).

CUATROg also focuses on a global search in its first
iteration by generating a set of points across the problem
bounds via a Latin Hypercube Sampling (LHS). The
first step is therefore informed by the shape of the func-
tion to improve globality.

Compared to BOBYQA, CUATROg consistently
performs better in stochastic problems where black-box
evaluations are subject to noise. But BOBYQA is nota-
bly stronger at deterministic problems, where CU-
ATROg is slower to converge (van de Berg et al., 2022).
This paper is only concerned with deterministic prob-
lems.

A notable weakness of CUATROg is that the local
samples are taken randomly from within the trust region,
resulting in many samples forming ‘clusters’ where each
new sample contributes little useful information to the
model. We aim to resolve this weakness by implement-
ing sampling that is random but well distributed to max-
imise the useful information contributed by each func-
tion evaluation.

Though CUATROg is initiated with LHS, subse-
quent steps take a local approach. As such we also aim
to develop heuristics to locate other potentially global
minima by exploring regions that do not necessarily
guarantee good exploitation. Additionally we imple-
ment methods to minimise constraint violation so as to
promote safe exploration, which is especially important
in cases where the black-box problem is a real-life ex-
perimental system that must take safety constraints into
consideration.

3. Methodology
3.1 Sampling improvements

Currently, CUATROg generates new sample points
every iteration by randomly selecting points in a
bounded box of length 2A,,. It first selects any points that
have already been evaluated that fall within the trust
bounds. If the number of points selected is less than the
minimum number of samples required to generate a
model, 7y, then the remaining samples are gener-
ated. At least one new sample is generated at each itera-
tion to provide new information to the next model.

However, a set of randomised points will often pro-
duce clusters of locally nearby points, particularly for a
large ng. In these clusters, each additional point is con-
tributing little information to the model. Additionally,
there are often voids with no points where potentially
useful information about the function is ignored. We
propose that sampling in these voids would help gener-
ate a more comprehensive model.

The ideal distribution is one that is random but low-
discrepancy. Techniques such as Sobol sequencing and
LHS give satisfactory results, but what they lack is the
ability to dynamically add points to a pre-existing col-
lection. We propose an algorithm called Maximum
Closest Distance (MCD) that is able to add a new point
to a collection of pre-existing samples that are within the
trust region. The Euclidian distance or L2 norm between
the new point and its closest neighbour is maximised,
provided that the trust region and bound constraints are
respected:
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where Xj is the collection of all previous samples and a
is a constant multiplying the repulsion from the trust-re-
gion boundary.

Figure 1: (a) Random sampling. (b) Samples generated
with MCD

This problem, particularly for large ng, is highly non-
convex as isolated regions in between groups of points
will often have their own optima for MCD. We resolve
this to some degree by generating a Sobol sequence of
potential initial points. The Sobol point that is the far-
thest away from its nearest neighbouring sample point is
selected as the initial point for MCD. As such, the solu-
tion to MCD is more likely to approach a suitably opti-
mal point. We have implemented this in a modified ver-
sion of CUATROg called CUATRO base, which is
used as the basis for all subsequent algorithms.

3.2 Local exploration heuristics

Several local exploration heuristics are proposed and
implemented to aid in the exploration of local trust re-
gions. In other words, these heuristics are not expected
to direct the algorithm towards global optima, but rather,
they are expected to aid in finding local optima more ef-
ficiently or with fewer constrain violations.

3.2.1 Sampling region

Currently, the CUATRO algorithm samples points at
each iteration within the same region defined by the trust
region. A modification is proposed to define a distinct
sampling region of radius o;, such that g, < A,. This
strategy is inspired by the work done by Eason and Bieg-
ler (2018) for application in glass-box/black-box hybrid
problems. The benefits are said to be twofold: firstly,
that the algorithm can take larger steps near the optimum
and secondly, that if a step is rejected, the model does
not necessarily need to be recreated, as the sampling re-
gion may stay the same. Our method for updating the
sampling region differs from that of Eason and Biegler
due to the complete black-box nature of our problems,
whereas Eason and Biegler update their sampling region
based on glass-box information.

Our analogous system of updating the sampling re-
gion is simple; the user defines a maximum and mini-
mum ratio of radii: ; and «, respectively where both

parameters are within [0,1]. At each iteration, the fol-
lowing checks are made:

i) if o > a, A, set oy = a, Ay

ii) if 03, < a Ay, set oy, == ;A

iii) if |[xy4q — X% || < 0y, reduce g, by some user-de-
fined constant. Update A, if it falls out of the range of
low/ e , 0y /ai1]

Check (iii) allows the algorithm to recognise that the
sampling region is within the neighbourhood of the op-
timum point and therefore shrinks the sampling region
to aid a more precise model of the function.

3.2.2 Feasibility sampling

This method looks at increasing safe exploration in
CUATROg by focusing on reducing constraint viola-
tion. The way CUATROg currently handles inequality
constraints on the objective function is through convex
quadratic discrimination (van de Berg et al., 2022),
which generates a quadratic approximation of the feasi-
ble region based on feasibility data of previous points.
This approximation is then imposed during the minimi-
sation of the surrogate to try and ensure that the mini-
mum is itself feasible.

In this method, we impose the feasibility constraint
during the sampling stage as well, meaning that new
samples have to satisfy the inequality approximation
generated from the previous iteration.

3.2.3 Exploit-Explore

This method takes inspiration from the acquisition
functions in Bayesian optimisation, which take into ac-
count exploration (Frazier, 2018). The general idea be-
hind this method is to make changes to the minimisation
step in CUATROg so that it seeks not only to minimise
the surrogate function within the trust region, but also to
sample away from previously sampled points and thus
combine both exploitation and exploration in the same
step.

The exploration element is added by introducing a
new variable a, which represents the Manhattan norm to
the closest sample point inside the trust region. We want
to simultaneously maximise this value as well as mini-
mising the surrogate.

The closest distance maximisation is formulated in a
way which allows it to be in the form of a mixed-integer
linear problem, which is easier to solve than the equiva-
lent nonlinear formulation. In this problem y; ; is a bi-
nary variable and M is a large constant, which is much
larger than the trust region radius, Aj. These two varia-
bles force one of either rif’j or 7j; to be zero as neither
one can be negative. The one which is positive takes the
value of the 1 dimensional distance to the j** dimension
of the i*" sample, x;';. Finally, the first condition sets &
to be lower than each of the Manhattan norms to all the
sample points, meaning it has to be less than or equal to
norm associated with the closest sample. As «a is being
maximised, it is forced to take the largest value, which
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indeed makes it equal to the norm between the optimum
and the closest sample. The formulation is as follows
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where f, is the value of the black-box function evaluated
at the centre of the current trust region.

In the minimisation, the two contributing terms are
normalised in an attempt to give each term a similar
weighting and thus try to prevent either term from dom-
inating the other.

3.3 Global exploration heuristics

In addition to better local exploration, we propose
two algorithms that implement techniques to locate sev-
eral optima and improve CUATRO’s ability to solve
globally. Neither algorithm fully guarantees globality,
and tuning is often required for individual problems, but
the following modifications will equip them with tech-
niques to handle highly non-convex black-box problems
more effectively.

3.3.1 Trajectories in Series (TIS)

One issue with the original algorithm is that it
shrinks the trust region if the improvement for an itera-
tion is deemed insufficient. Whilst this is useful at a
large scale, it also makes it easy for it to get trapped at
local minima, which not only hinders its performance,
but can cause many unnecessary evaluations to be car-
ried out. The idea behind this strategy is to prevent the
original algorithm from getting stuck in local minima.

It builds on the original algorithm by enabling the
trust region to suddenly expand by a large margin when
any of the criteria from the following set are met, effec-
tively ‘restarting’ and enabling more exploration. The
criteria for initiating a ‘restart’ are aimed at defining
convergence and are as follows:

i) The trust region radius falls below a certain radius.

ii) The current centre of the trust region does not move
for a number of iterations.

iii) The overall improvement in the objective function
from the past set of iterations is below a certain level.
iv) The current centre approaches a point from a previ-
ous trajectory (i.e. any point from before the most recent
‘restart”). The threshold distance for this to occur is the

smaller value of the trust region for the previous point
or a pre-defined maximum convergence distance.

With criteria (ii) and (iii), the new algorithm only con-
siders iterations since the last ‘restart’. Moreover, all the
criteria involve parameters that can be adjusted by the
user.

This strategy is also designed so that the first itera-
tion with the expanded trust region finds its new centre
via MCD, as opposed to optimising a surrogate. The idea
is to maximise exploration in this step.

Another slight difference is that, following the first
‘restart’, the algorithm will increase the factor of reduc-
tion for the trust region, meaning it can shrink more at
each step. This is added due to the large trust regions
caused by the ‘restarts’.

3.3.2 Trajectories in Parallel (TIP)

TIP takes a more breadth-first approach by initiating
a wide search of optima and subsequently eliminating
trajectories based on selection criteria. The algorithm
starts with a series of n; initial points defined by the
user, each of which will define its own trajectory. Ide-
ally, these points will be as widely distributed across the
feasible region as possible. For unconstrained problems,
this can simply be a randomised set of points within the
problem bounds. The following steps are then taken:

i) The trust regions of each initial point are determined
such that they are as large as possible without overlap-
ping the trust regions of other trajectories.

ii) For each trajectory t, samples are taken and a model
my .(x) is generated. Minimisation within the current
trust region proceeds as with CUATRO _base.

Each trajectory now has a new optimum and trust region.
Selection criteria (iii) and (iv) apply:

iii) If the current optimum point of a trajectory is within
the trust region of any point of any other trajectory, the
two trajectories are compared. The one with the worse
performing optimum is eliminated, and the other pro-
ceeds.

iv) If the trust region radius of a trajectory is less than
the convergence radius defined by the user, it is deac-
tivated, and its optimum is stored as a candidate for the
global optimum.

v) The algorithm repeats from (ii) until all trajectories
have either converged or been eliminated; or once the
function evaluation budget has been exhausted. In the
latter case, the optima in the remaining trajectories are
stored as candidates.

vi) Of the global optimum candidates, the best perform-
ing one is selected as the final solution.

Step (iii) is motivated by the idea that if a trajectory has
entered the ‘domain’ of another, proceeding would
simply explore areas that have already been explored.
A key feature of TIP is the management of its evalu-
ation budget. As opposed to running CUATRO individ-
ually on each initial point, TIP will divide its function
evaluation budget among the remaining active
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trajectories. As such, each trajectory begins with very
rough models which improve in accuracy as more tra-
jectories are eliminated.

3.5 Test functions and case studies

Various case studies are used to test the algorithms,
including both theoretical functions and simulations of
real-life chemical engineering situations. The TIS and
TIP algorithms are only carried out on Rastrigin as it is
the only highly non-convex function. Similarly, the fea-
sible sampling and sampling region algorithms are only
tested on functions with constraints as they are devel-
oped specifically for handling constraints, therefore ex-
cluding Rastrigin.

3.5.1 Rosenbrock 2D
The Rosenbrock function is a commonly used test
function for optimisation and takes the form:

f(x) =100Cx; — x7)? + (1 — x,)? (13)

for some 2-dimensional input variable x. The following
constraints are also used:

(x1—1)3—x2+150 (14)
Xl +X2 - 1.8

Though the Rosenbrock function only has one local
minimum at (1,1), it creates a U-shaped valley with low
curvature at the base which is notoriously difficult to
solve.

3.5.2 Rosenbrock 4D
One way to generalise the Rosenbrock function for
N dimensions is as follows:

N-1
f() = D 11000kis, —¥)* + (1= x)%] (15
i=1
with the constraints:
(xi—1)3—x]-+1S0 (16)

x;+x;— 1.8
vViji>i i,j=12,..,N
We use a 4-dimensional generalisation, which has 2 lo-
cal minima.

3.5.3 Rastrigin

This function is a familiar test for the performance
of optimisation algorithms. It has a highly non-convex
and unique form, which in two dimensions presents it-
self as a series of regularly spaced, alternating local min-
ima and maxima on a grid-like pattern. The global min-
imum is at the origin and each local minima gets gradu-
ally shallower the farther away they are from the origin.
It takes the following form in 2D:

2
F(x) =20 + Z[xi2 —10cos2nx)]  (17)
i=1
3.5.4 Real Time Optimisation (RTO)
RTO deals with the minimising of ‘plant-model mis-
match’ when modelling a plant that represents a com-
plex system. In this case, the model represents the

Williams-Otto benchmark problem in which a CSTR re-
actor produces two main products. Details can be found
in section 3.3 of van de Berg et al. (2022).

3.5.5 Self Optimising Reactor (SOR)

As with RTO, this case study is the same as used in
van de Berg et al. (2022). This relates to the optimisation
of a flow reactor, inside which a Nucleophilic Aromatic
Substitution reaction occurs. There are 2 independent
variables, which correspond to the coolant temperature
and inlet flow rate.

4. Results

The test functions and case studies outlined above
are solved using the proposed CUATRO variations over
several runs. The primary benchmark we analyse is the
evaluation efficiency of each algorithm. The best evalu-
ation is averaged over each run of every algorithm and
is plotted over the number of evaluations made. These
results are visible on Figure 3 and Figure 4

Contour plots have also been generated, as can be
seen in Figure 2 and Figure 5 for a selection of case stud-
ies to observe the algorithms’ ability to sample and fol-
low an efficient path towards the global optimum. In ad-
dition, they provide a better intuition of the shape of
each problem’s objective function and constraints.

4.1 Rosenbrock 2D

When analysing the qualitative behaviour of the dif-
ferent strategies on Rosenbrock 2D as seen in Figure 2,
one can note that all strategies successfully manage lo-
cate the global minimum. One can also see the differ-
ence in sampling distribution between Global and Base.
In Base; samples are better distributed and do not form
clusters like they do in Global. Plot (c) does not show
much difference at all, suggesting little qualitative dif-
ference in the performance of Sampling region. In plot
(d), Exploit_explore takes a more indirect path towards
the optimum, likely due to the conflict between exploi-
tation and exploration. Finally, in plot (e), Feasi-
ble_sampling appears to take fewer infeasible samples,
and those that it does take appear to violate the con-
straints less severely.

Figure 4 (a) reveals very little variation in perfor-
mance between algorithms, less so than any other case
study. All appear to converge after around 75 evalua-
tions, except Exploit_explore, which takes a bit longer
despite performing very well early on, and Global,
which converges even earlier and performs the best.

4.2 Rosenbrock 4D

Figure 4 (b) exhibits a much wider range of perfor-
mance compared to plot (a) for Rosenbrock 2D. Sam-
pling region, Feasible_sampling, and Base all show im-
proved and similar efficiency compared to Global and
Exploit_explore, with the latter performing the worst.
Significant gains in efficiency are made in the Sam-
pling region, Feasible sampling, and Base during the
first 100 evaluations, with each algorithm plateauing
thereafter.
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Figure 2: Contour plots with the 2D Rosenbrock function, showing the sample points and trajectory of each algo-
rithm for a single run, starting from (-1.5, -0.5), in all cases. Start and end points are indicated with a larger dot.

4.3 Rastrigin

The plots in Figure 5 show a visual representation of
each algorithm’s behaviour. As is the case with Rosen-
brock 2D, the low discrepancy sampling provided by
MCD is apparent when comparing Base and Global in
plots (a) and (b) respectively.

All methods display erratic behaviour, with each tra-
jectory involving drastic changes in direction, which is
to be expected considering the high non-convexity of
Rastrigin. It is also worth noting that after first locating
a local minima, 71IS successfully manages to locate the
global minima, which T7P also does. It is interesting to
see the short length of each trajectory in 7IP, each of
which still manages to find a local minimum.

When looking at the overall performance of each
strategy in Figure 3, Global, Base and Exploit_explore
all seem to perform similarly, plateauing after around 50
evaluations. However, TIS and TIP show very different
behaviour and their ability for global exploration is ap-
parent. Both perform much better than the others after
around 40 evaluations and show a continued decrease in
the objective function across all 200 evaluations. It is
also interesting to observe that 7/P performs the best in-
itially, while 7IS is better in the long run.

4.4 Real Time Optimisation

As previously discussed, the shape of RTO in the so-
lution space is simple and easy to approximate quadrat-
ically. This can be seen on contour plot (a) in Figure 6.
As such, it is unsurprising that all local algorithms reach
the constraints within 20 or so evaluations as seen on
plot (c) on Figure 4. Algorithms Global, Base, Sam-
pling region, and Exploit explore perform very simi-
larly, as reflected by both the paths they take on Figure 6
and their evaluation efficiency on Figure 4. More re-
markable is the performance of Feasible sampling that

appears to avoid the first constraint and manages to di-
rect itself towards the global optimum of the problem
situated between the two constraints.

4.5 Self Optimising Reactor

Similarly to RTO, the shape of this case study does
not pose much difficulty when forming the surrogate.
SOR, however, is particularly expensive to run and so
the evaluation efficiency is of more importance. From
Figure 6, it can be noted that all algorithms except Ex-
ploit_explore follow a similar path, with varying de-
grees of success in dealing with the constraint. Ex-
ploit_explore on the other hand, tends to take a more me-
andering path, but ultimately reaches the constraint far-
ther up than other algorithms. Figure 4 plot (d) reveals
that the differences in values along SOR’s constraint ul-
timately do not vary significantly. Hence, constraint
handling is not of great importance to this problem.
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Figure 3: Average best black-box evaluations over total number of
evaluations for Rastrigin, averaged over 20 runs, each with ran-
domised starting points.
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Figure 5: Contour plots with Rastrigin function, showing the sample points and trajectory of each algorithm for a single run, starting from
(-1.5, -0.5), in all cases except (e). Start and end points are indicated with a larger dot. Red dots represent where the algorithm has ‘restarted’
in (d) and where a trajectory is terminated in (e). The black ‘bubbles’ in (e) show the combined area of the trust regions for each trajectory.
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Overall, Global and Base are slightly more efficient
than the other algorithms during the first 50 evaluations,
though Base and Feasible sampling ultimately perform
best by 100 evaluations, if but marginally.

4.6 Constraint violations

From Table 1, it is observed that Rosenbrock 2D,
RTO and SOR case studies all exhibit a similar pattern.
Global always has the most violations, while the lowest
violations are with Feasible sampling and Exploit_ex-
plore. 1t is surprising to see that Exploit_explore per-
forms best having the least overall violations in Rosen-
brock 2D and SOR — less still than Feasible sampling,
for which reducing constraint violations is the main ob-
jective.

It is also surprising that Sampling region performs
better than Base, given that the former allows larger
steps to be taken at each iteration.

Rosenbrock 4D has a very different pattern, how-
ever, with Global performing the best and surpassing the
others by a large margin. Amongst the other algorithms,
there is a similar pattern to before, with Exploit_explore
performing the best out of these, followed by Feasi-
ble_sampling, though all have much higher violations.

5. Discussion

The results are clear that Feasible _sampling has the
best overall performance on case studies where con-
straints are present. Constraint violation is not always
the lowest, although the violations are the less severe, as
seen in Figure 2. However, no quantitative data on the
severity is collected in this study and would be worth
investigating in future studies. Although Exploit ex-
plore appears to have fewer constraint violations, its

Table 1: Average constraint violations for each algorithm and case study

performance is inconsistent and relatively poor. Thus, it
is likely that because its path is more convoluted, a
higher proportion of steps are taken far from the con-
straints resulting in fewer violations. However, it could
be that more work needs to be done on tuning the
weightings in the combined exploration-exploitation
step, and so the potential of this strategy should not be
ignored entirely. As for Feasible sampling, there is
room for potential improvement in its formulation. The
inequality constraint approximation could instead be up-
dated every time a new sample is evaluated, rather than
using one approximation at each iteration. Although this
may carry an additional expense, in the context of in-
creasing safety for real life applications, this expense
would be more than justified.

When comparing the Base algorithm with the origi-
nal Global, the behaviour is very similar, except for in
higher dimensions, where Base performs better, albeit
with a much larger number of constraint violations. This
hints at a potential trade-off between performance and
violations, however more higher dimensional problems
would need to be investigated before concluding this. It
is also clear from the Rosenbrock 4D performance that
a potential downfall with MCD is that it cannot handle
constraints as well for higher dimensions, possibly be-
cause MCD pushes points away from previous points,
that are likely feasible, into unexplored and potentially
infeasible regions. For lower dimensions, MCD also
does not seem to improve the model’s accuracy, possi-
bly due to the problems’ simplicity.

Moreover, Sampling region shows no consistent
improvement. The formulation is admittedly simplified
from Eason’s original work and it may require new

Algorithm RB 2D RB 4D RTO SOR

CUATROg 43.7% 40.0% 55.0% 45.0%
CUATRO_base 37.6% 67.2% 52.2% 44.8%
CUATRO sampling region 36.8% 63.2% 49.8% 40.5%
CUATRO exploit_explore 21.5% 53.8% 42.7% 26.4%
CUATRO feasible sampling 22.8% 57.9% 34.1% 30.4%




heuristics to better decouple the trust region and sam-
pling region radii.

Finally, the algorithms with global exploration heu-
ristics, TIP and TIS, show a notable improvement when
applied to a highly non-convex problem. However, this
advantage cannot be expected for convex problems that
can be easily approximated, such as the RTO case study.
One shortcoming of TIP is that it requires the user’s
knowledge of the feasible region when inputting the
start points. This could be improved to allow initial ex-
ploration of the feasible region from one starting point,
from which other feasible starting points can then be
found. On the other hand, TIS requires many additional
parameters that need to be fine-tuned for different prob-
lems which may be difficult to determine. Namely, those
relating to ‘restarting’ conditions and the size of the ‘re-
start’ radius.

6. Conclusion

Several local and global heuristic-based modifica-
tions have been proposed for CUATRO. Of them, Fea-
sible_sampling shows particular promise as the propor-
tion of constraint violation is reduced. Efficiency is also
improved on highly constrained problems. A low-dis-
crepancy sampling algorithm MCD is also proposed.
CUATRO modifications using MCD exhibit better eval-
uation efficiency for problems with more input varia-
bles, but possibly at the cost of higher constraint viola-
tions. Additionally, in 2D cases, the improvement in ef-
ficiency is not significant and may not justify the addi-
tional computational cost. Global heuristics are pro-
posed that are equipped to handle highly non-convex
problems. The formulations are admittedly simplistic
and require many tuning parameters, but significant im-
provements in evaluation efficiency are observed. As
such, they show promise as a framework for more rigor-
ously defined algorithms.
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Abstract

Optimisation experiments of SAF-12 production synthesis is
evaluated in this project. SAF-12 synthesis includes oxida-
tion, esterification, and sulfonation. The formation of SAF-
12 starts from furfural oxidation. Oxidation produces 2-
furoic acid with the yield of 95.2% at 55°C using 50wt%
hydrogen peroxide solution. In esterification, 2-furoic acid is
esterified with 1-dodecanol to produce alkyl furoate. The re-
action with 40 minutes gives a best clear color having below
1% of residual furoic acid percentage. Sulfonation of AF-12
is a final step to produce SAF-12. Rheology, solubility, and
surface tension were tested at various SAF-12 to SDS ratio.
4:3 ratio is the most ideal since it is stable at room tempera-
ture without a help of non-ionic surfactant, forming lamellar
phase at room temperature, and having lower critical micelle
concentration at 460 ppm.

Key words : SAF-12, biosurfactant, critical micelle concen-
tration

1. Introduction

Surfactant is essential in today’s market. Currently most
of detergents and personal care products are produced as
formulation of different chemicals to meet certain targets
for the final consumers. The study and elaboration of these
formulations is complex, and it is often difficult to find
a trade off between performances and price. The main
surfactant which dominates the market nowadays is the oil
derivative linear alkyl benzene sulfonate (LAS). Among
many types of surfactants, LAS dominates the USA, Japan
and western Europe market by taking 27% in 1984. [1] It
has lots of advantages including a cheaper cost, easy to
produce, and having high performance. However, its not
highly biodegradable property results in toxicity in aquatic
life. [2] Sodium dodecyl sulfate, SDS, is biobased and
mild to environment, but relatively expensive and have low
solubility.

In this project, the performance of SAF-12, a new class of
biosurfactants belonging to the alkyl benzene furoate, was
analysed. Formulations of different compositions of the sur-
factant from furfural, furoic acid, alkyl furoate and SAF-12,
were evaluated to the optimum and the cleaning proprieties
of the solution were tested.

2. Background

The production of SAF-12 starts from furfural oxidation.
Furfural oxidation with hydrogen peroxide can produce
furoic aicd, 2-hydroxyfuran, succinic acid, 2(SH)-furanone
and maleic acid. [3] From the patent GB2188927A, the
furfural oxidation was carried under triethylamine and
the selectivity of 2-furoic acid was 100% with furfural
conversion at 90%. [4] It is priority to react all furfural since
furfural is considered as a skin, mucous membrane, and
respiratory irritant. The main toxicity targets are respiratory
system, nervous system, liver, and kidneys. [5] Furfural is
not classified as toxic chemical to human, but it has potential
to create cancer in aquatic species. Therefore it is better to
remove it all from product. The oxidation rate of triethy-
lamine by hydrogen peroxide is very low at 0.02 L/mol per
minute. [6] The oxidation of furfural by hydrogen peroxide
under triethylamine was followed in this project. An-
other CuCl catalyzed oxidation reaction under acetonitrile
gives the yield of 91%. [7] This was simulated in the project.

After oxidation and esterification, AF-12 was formed.
Chlorosulfonic acid was used equimolar to AF-12 as
equimolar amount of reagents result in sulfonation and
excess result in chlorosulfonation. In general, by using an
amount corresponding to 1 mole of a reagent in an inert
solvent such as chloroform, a large amount of sulfonyl
chloride is prevented from being produced as a by-product
in the case of sulfonation. Sulfonyl chloride is an inter-
mediate of this reaction, but it can be converted to acid
by hydrolysis and decrease pH even further than expected
result. HCI is another by-product that appears during
the reaction. It can be easily removed by connecting the
reaction to distillation column or injecting nitrogen gas.
Chlorofonic acid and chloroform are considered to be very
toxic and corrosive. Thus, it is important to make sure the
reaction is done completely. After the reaction, SAF-12 is
produced with very low pH. It is important to neutralise it as
soon as possible as the product is going to degrade with time.

Formulation is significant to test the effect of SAF-12.
First thing to note is its stability. SAF-12 is a type of anionic
surfactant which is characterized by a negatively charged
hydrophilic polar group. It is most widely used surfactant
between ionic surfactant as cation surfactant has poten-



tial to kill microorganisms and amphotheric surfactant has
least potent in cleaning. Non-ionic surfactant is second most
widely used surfactant as it is less skin irritable. Negative
charge from anionic surfactant removes dirt or oils that are
positive charge on the surface however, it doesn’t mix with
non-polar oils and tend to stick with dirt or oil. On the other
hand, The non-ionic surfactant lowers the surface tension of
water and covers more areas and acts easily to clean. It also
helps non-ionic surfactant washes away all dirt and oil in-
stead of just sitting on the surface or damage skin when used
to human. In order to minimize damage, non-ionic surfactant
and anionic surfactant are often used together in balance for
effectivity and safety.[9] Rheology is another key concept in
formulation. Anionic surfactants have both hydrophobic and
hydrophilc part that they form aligned shape when they are
dissolved in the water. This shape is most stable at lamel-
lar phase. But above certain temperature, this lamellar phase
is no more stable and shifts to cubic phase. Hence, po-
larised microscope should be used to observe this temper-
ature point. Lastly, critical micelle concentration should be
measured to test stable concentration. CMC is the surfac-
tant concentration at which micelle is formed. SAF-12 and
SDS which are anionic surfactant have two part: negatively
charged hydrophobic head and hydrophilic tail. When it is
dissolved in water, Surfactants tend to be adsorbed at an in-
terface that finds the most energy favorable conditions due
to their two-part structure. The decrease in interfacial ten-
sion by the surfactant becomes stronger as the surfactant is
adsorbed more at the interface. Once the interface is satu-
rated, adding more surfactants will no longer reduce the in-
terfacial tension. Instead, the self-organisation of surfactant
molecules takes place within the volume. Minimization of
unfavorable contact between the non-polar surfactant chain
and the polar solvent compensates for the loss of entropy
due to micelle formation. Surfactant solutions can be de-
termined by measuring surface tension at different concen-
trations. Under CMC, the surface tension decreases as the
concentration of surfactants increases as the number of sur-
factants increases. On the other hand, since the surfactant
concentration does not change any more over CMC, the sur-
face tension of the solution is constant.[8] From econom-
ical and environmental aspects, the amount of cmc should
be minimised. When the surface is saturated, micelles begin
to form due to the bipolar surfactant. Above this point, ad-
ditional surfactants no longer affect surface tension and are
unnecessary.

3. Methods

3.1 Oxidation Before carrying out oxidation reaction,
furfural was tested with HPLC (High-Performance Liquid
Chromatography) in order to determine the purity. 20.9 mg
of furfural was diluted with 19.7056 mL of water, and 1 mL
of solution was prepared in HPLC vial. The result showed
1.190 mg/mL of furfural concentration which suggested
furfural was pure.

Every oxidation reactions of furfural to furoic acid was
done in 5 grams of furfural scale. The main basic reaction is
shown in figure 1. Furfural reacts with hydrogen peroxide

H
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Figure 1: Chemical structural diagram of oxidation of fur-
fural with hydrogen peroxide to form furoic acid under tri-
ethylamine

under triethylamine as solvent to produce 2-furoic acid.
Furfural and triethylamine solution was prepared in a SOmL
glass 3 neck flask then placed on hot plate. Thermometer
was put at one neck for checking reaction solution temper-
ature, a rubber stopper at another neck for needle syringe
with hydrogen peroxide to be inserted, and an glass stopper
at remaining neck. The reason of using 3 neck flask instead
of 2 neck flask is because 3 neck flask is more stable to
be used in rotary evaporator after the reaction finished.
By using 3 neck flask from the start prevents loss of the
solution during transportation. Together with triethylamine,
tributylamine and acetonitrile was tested as a solvent.

Oxidation is very exothermic reaction. Hence, hydrogen
peroxide was injected with the syringe pump. 15 mm diam-
eter and 10 mL volume syringe was used for injection. Be-
fore injection started, reaction solution was heated to desired
temperature by hot plate. The desired temperature should not
exceed 89.28 °C, which is the boiling point of triethylamine.
After heating up, the heating was turned off and stirring at
200 rpm was turned on. The reaction kinetic is very high at
first 30 minutes. The injection speed of 50uL/min was used
for half hour and increased to 100uL/min for the remain-
ing. Hydrogen peroxide should always stored in the refrig-
erator at 2-8°C. Both 30wt% and 50wt% hydrogen peroxide
from Sigma-Aldrichwas used to determine the effect of wa-
ter concentration on the reaction yield. In this experiment,
stoichiometric ratio was mainly used which corresponds to
6 mL (30wt%) and 3.34 mL (50wt%). Tertbutyl hydroper-
oxide was also tested. As each samples reacted at desired
reaction time, HPLC samples were prepared at 10 mg of so-
lution to 1 mL of water ratio. To detect accurate data point,
HPLC was calibrated with 5 standard levels, 4.0 mg/mL,
2.4 mg/mL, 1.6 mg/mL, 0.8 mg/mL, and 0.4 mg/mL. HPLC
used PDA 210nm channel to detect furoic acid.

MAass furoic = (conc.)(volume)(dilution (D)
! (conc.)( )

Produced furoic acid in mg can be calculated by multiply-
ing 3 factors shown above; concentration read on HPLC in
mg/mL, total volume of all reactants in mL, and sample dilu-
tion factor in mg/mL. Yield of furoic acid can be calculated
with below equation.

mass 1
Yield = 2
e Mquroicacid ( mOlefurfural ) ( )

After reaction, the solution was cooled down to room tem-
perature. 12.5 mL of 15wt% NaOH solution was added. Ad-
dition of NaOH solution created two phases, top layer of



amine and bottom layer of product. Separation of two phase
was done with glass funnel and amine recovery was mea-
sured. Sulfuric acid was put to bottom aqueous solution,
reaching pH under 3.12 (pKa of furoic acid) and left it in
fridge for overnight. Crystalized furoic acid was filtered out.

3.2 Esterification 2-Furoic acid is esterified by 1-
dodecanol to form alkyl furoate under surfuric acid at
150°C.

Figure 2: Chemical structural diagram of esterification of 2-
furoic acid with 1-dodecanol to form alkyl furoate catalized
by surfuric acid

In this project, 2-furoic acid was purchased from Aldrich
Chemistry, 1-dodecanol from Merck KGaA. The first ester-
ification test was done in 300 mg furoic acid scale in small
glass vials. The effect of 1-dodecanol amount on residual
furoic acid was tested. Five different molar ratio of fatty
alcohol respective to furoic acid were used, stoichiometric
(0.4978 g), 1.05 (0.5227 g), 1.1 (0.5476 g), 1.3 (0.6472 g),
and 1.5 (0.7468 g). Each samples was added with 2.76 mg
of sulfuric acid which acts as a catalyst. Samples were heat
up to 150°C and ran for 1 hour and 30 minutes. Products
were tested with HPLC to determine the residual furoic acid
concentration. Since the furoic acid concentration is very
low compared to oxidation HPLC test, HPLC furoic acid
detector was re-calibrated with new standards, 0.4 mg/mL,
0.24 mg/mL, 0.16 mg/mL, 0.08 mg/mL, and 0.05 mg/mL.

The second esterification test was done in 5 g furoic acid
scale. 5 grams of furoic acid and respective molar amount of
dodecanol was added in a 50 mL glass flask. Condenser with
chiller providing cooling water was connected with vacuum
pump and another glass flask. Condenser is attached at the
top of 50mL glass flask. By asset set up, the water, undesired
side product, can exit from the reaction mixture. During the
reaction run, samples were taken at desired time and residual
furoic acid was tested via HPLC. The residual furoic acid
percentage was calculated by the ratio between remaining
furoic acid mass to initial furoic acid mass.

3.3 Sulfonation Sulfonation was done with mixing
equimolar amount of chlorosulfonic acid(CSA) and Alkyl
furoate (AF-12) as well as chloroform to produce SAF-12.

Figure 3: Chemical structural diagram of Alkyl furoate-12
with Chlorosulfonic acid to form SAF-12

Chloroform was used to decrease high viscosity and to
avoid foaming. The reaction was done in the fume hood to
avoid any spillage and to have proper ventilation since both
CSA and chloroform are corrosive and toxic. The first ex-
periment was done in 5 grams of AF-12 in 100 mL round
bottom flask with three necks. In the fume hood, distillation
column, thermometer and flow meter was connected in three
different necks at heating plate. Distillation column sent out
all the side product such as HCl that appears due to the re-
action. Thermometer was used to make sure the reaction is
set at proper temperature. Flow meter was used to send in
nitrogen gas in order to remove heavier side products. After
making sure that the reaction is completely sealed, ice bath
was put below the flask. At temperature below 10 °C, 1 mL
of chloroform was injected slowly to the reaction using 1ml
syringe. And then, equimolar amount of CSA which is 1.2
mL was injected very slowly to maintain low temperature
using Sml syringe. Sulfonation reaction is highly exothermic
thus dosing is important. It was ran for 30 minutes at below
10 °C. The reaction was then heated to 50 °C and ran for
additional 60 minutes. There are two ways to know when
the reaction is finished. First, check if there is no bubble,
mostly HCI, coming out from distillation column. Second,
the reaction becomes soluble in water so take out a very
small amount of the product using 1ml syringe and mix it
with deionised water. After the reaction was done, 40 mL
of water was slowly injected directly into the flask using 50
mL syringe making sure the temperature does not go up. In
100 mL beaker, the product was poured and neutralised with
4.32 mL of sodium hydroxide. pH between 5-7 is most ideal
for the neutralisation. The beaker was put in to the fridge
for a day for precipitation. After 24 hours, the product was
poured into 2 falcon tubes. cold water was added to balance
both tubes. Then it was centrifuged for 5 minutes to separate
supernatant. Supernatant was put back in the fridge to make
sure that all SAF precipitated. Wet SAF-12 was collected
together into 100 mL of round bottom flask and put into ro-
tovap at 80 °C and 1 mbar pressure for 30 minutes. When the
solid is totally dried, the weight was measured. The second
sulfonation was done with 10 grams of AF-12 and respective
molar amount of CSA. But only half amount of chloroform
which was 1 mL of chloroform was used to test viscosity.
One more experiments were repeated with this condition.
The last sulfonation was done without chloroform. This trial
was repeated once more.

3.4 Formulation The first formulation was done with
mixing anionic surfactant which were SDS and SAF-12
to water to check solubility. 15% of anionic surfactant
solutions were prepared with SDS and SAF-12 ratio of 0 to
1,1t06,2t05,3to4,1to1,and 1 to O and labelled from a
to f. Sample a, b and ¢ were mixed with non-ionic surfactant
which was alcohol ethoxylate-7 (AE-7) as they were not
soluble in the room temperature. 20% and 30% of same
ratio anionic surfactant solutions were prepared. 150mg
of AE-7 was added to the samples that are not soluble. To
those that were stil not solube, 50 mg of AE-7 was added
additionally. The second formulation was done with same
anionic surfactant solutions. For those that were not soluble,



5% of MgS04 was added.

Detergents usually have enzymes which breaks ester
bonds. To check if SAF is stable with the enzyme, 10%
enzyme was injected to 15% anionic solution with 6:1 ratio.
Then it was heated to 30°C for 60 minutes. Using 3ml of
heptane, any decomposed chemicals were extracted.

Next, 40% anionic solution of SDS and SAF ratio of 3:4
were prepared to watch their phase at different temperature.
Polarised microscope with temperature controller was used
for watching different phases.

Lastly, the surface tension of different ratio surfactant so-
Iutions were measured to check the critical micelle concen-
tration. Both economical and environmental reason, it is im-
portant to use minimum concentration of surfactant. Critical
micelle concentration can be defined by measuring surface
tension as a function of surfactant concentration. 50 mL of
3000 ppm SAF-12 and SDS solutions with ratio of O to 1, 1
t06,2t05,3to4, 1to 1, and 1 to 0 were prepared in 50 mL.
tube. And then it was diluted to 2000 ppm, 150 Oppm, 1000
ppm, 750 ppm, 500 ppm, 250 ppm, 150 ppm, 100 ppm, 50
ppm and 25 ppm. Water required for dilution was calculated
with the following equation.

(molarityl)(volumel) = (molarity2) * (volume2) (3)

Drop shape analyzer was used to analyse the surface ten-
sion of each samples. Using Kruss Advanced, pendant drop
method was selected with setting of water as syringe phase
and air as surrounding phase. Add procedure 1 with multiple
measurement time 2 seconds, frequency 10fps. 1ml syringe
and 1.25 mm needle was used for the whole experiment.
All the surface tension results were collected in excel and
analysed. With average value of each concentration, conce-
tration versus surface tension graph were drawn. Another
straight line was drawn using 4 to 5 surface tension values
from Oppm to get a linear equation in y=ax+b form. Average
value of surface tension from 3000 ppm to 1000 ppm was
put into the equation as y and x is the cmc value.

Results and Discussion

Oxidation The main and only focus of the oxidation
reaction is to remove all furfural as much as possible. Total
of 12 samples at different conditions were tested and their
results are compiled in table 1. 30wt% hydrogen peroxide
solution was used for sample 1 to 7, and 50wt% was used
for sample 9 to 12. Under same temperature, amine molar
ratio, peroxide molar ratio, and time, reactions with 50wt%
hydrogen peroxide showed around 80 90% yield. Instead,
30wt% hydrogen peroxide reactions showed the yield
around 60%. This suggests as the concentration of water
molecules increase, hindrance on the oxidation is high.

To test the effect of amine content, 0.7 molar ratio and 1
molar ratio respective to furfural were used. Sample 1 and 3
used 0.7 molar of triethylamine and each showed 62.9% and
61.9%. On the another hand, sample 2 and 4 used 1 molar

having greater yield of 68.9% and 62.6%. Sample 5 reaction
was ran without triethylamine and showed only 0.03% of
yield. This suggests triethylamine is actively influencing as
a solvent and more amine, the better yield. Tributylamine
was tested to see the difference. The reaction yield was half,
at 37.2%. The shorter chain for amine was preferred.

Reactions were tested under two temperatures, 55°C and
70°C. By comparing yield of sample 1 and 2 to sample
3 and 4, reaction under 55°C showed higher yield. This
trend applied same to the reaction with 50wt% hydrogen
peroxide. Sample 9 had 80.1% furoic acid yield, but sample
11 had 95.2% which differs by 14.1%. Low temperature
was preferred in fufural oxidation reaction. The oxidation
reaction is exothermic. This suggests the increase in kinetic
rate of forward reaction by the temperature is comparably
smaller than the rate due to Le Chatelier’s principle which
push towards endothermic direction.

The time indicates the reaction time after all the injection
of hydrogen peroxide was finished. The injection required
total of 2 hours for 0.05208 mole of hydrogen peroxide.
The only difference between sample 10 and 11 is the time
reacted. Sample 10 was reacted for overnight (24hrs), and
sample 11 was reacted for 1 hour. The result showed leaving
the reaction overnight had a lower yield which indicates
there is a degrading of furoic acid. Other types of oxidation
reaction were tested. Sample 8 was an oxidation reaction
by tertbutyl hydroperoxide, having an yield of 80.0%.
Comparing to sample 10 with hydrogen peroxide, tertbutyl
hydroperoxide is not a good oxidizing agent of furfural.
Sample 12 is CuCl catalyzed oxidation reaction under
acetonitrile as a solvent, but the yield was only 1.8%.

The best optimized reaction condition was using 50wt%
hydrogen peroxide under stoichiometric ratio of triethy-
lamine at 55 °C for 1 hour, which giving the yield of 95.2%.
The furfural can be destroyed at the most.

There are few problems to be discussed. The first point is
the recovery of triethylamine. When large amount of mole of
furfural meets NaOH solution, the whole solution turns from
orange color to non-transparent black. In result, observing
two different layers was not possible. This phenomenon hap-
pened only when using 30wt% hydrogen peroxide which
had lower conversion of furfural. This was not a case for re-
actions with 50wt%, but the average recovery of amine stay
at 55%. Compared to literature value of 91%), it is very low
recovery. Furoic acid yield was lower than literature value,
which can be improved by using more concentrated hydro-
gen peroxide (70wt%). Relate to this, another problem was
the difference between the real yield and HPLC recorded
yield. After filteration, the measured furoic acid mass was
higher than the mass calculated from HPLC. The crystal-
ized furoic acid might contain impurities such as triethy-
lamine which was not recovered at the first step. Running
GC-MS to check the composition of mixture and seletivity
of furoic acid could be helpful to analyse the reason of amine
low recovery. Lastly, due to its nature of high exothermic, it



Table 1: Oxidation yield under corresponding conditions

Sample Number | Temperature (°C) | Amine molar ratio
1 55 0.7
2 55 1
3 70 0.7
4 70 1
5 55 no amine
6 70 1 (tributyl)
7 55 1
8 55 1
9 70 1
10 55 1
11 55 1
12 20 0 (1 mol% CuCl)

H505 molar ratio | Type of peroxide | Time (hours) | Yield (%)
1 30wt% HoOo 1 62.9
1 30wt% HyOo 1 68.9
1 30wt% Hy O 1 61.9
1 30wt% Hy O 1 62.6
1 30wt% HyOo 1 0.03
1 30wt% HyOo 1 37.2
2 30wt% HoOo overnight 88.4
1 tertbutyl overnight 80.0
1 50wt% HoOso 1 80.1
1 50wt% HoOo overnight 93.9
1 50wt% HyOo 1 95.2
1 50wt% Hy O overnight 1.8

was hard to control the constant temperature. The peak was
occurring as hydrogen peroxide injected. In industry scale,
batch with both heater and cooler is used to keep temper-
ature constant. But in lab scale, only heating by hot plate
is available which can lead to variation in temperature. The
error in temperature condition could impact on kinetic of re-
action.

Esterification The main objective is to optimize between
product yield and the color. The decision in molar ratio
amount of fatty alcohol was first variable to choose.

Figure 4: Residual 2-furoic acid percentage of various re-
action condition by differing molar ratio of 1-dodecanol to
2-furoic acid under 1 mol% of H5SOy. Trial 1 and Trial 2 is
represented by blue and orange symbols. The red line con-
nects the average of two values at specific molar ratio.

Figure 4 shows the residual furoic acid content at dif-
ferent dodecanol ratio. The trendline first increases and
decrease at 1.05 molar ratio. Stoichiometric, 1.3, and 1.5
ratio showed relatively high conversion of furoic acid. The
inflection point was occuring between stoichiometric and
1.3 molar ratio. The same procedure with 3 mol% sulfuric
acid was done.

The reaction under 3 mol% sulphuric acid is plotted
in figure 5. This also results stoichiometric, 1.3, and 1.5
molar ratio of dodecanol giving less residual furoic acid

F

Figure 5: Residual 2-furoic acid percentage of various re-
action condition by differing molar ratio of 1-dodecanol to
2-furoic acid under 3 mol% of H5SO,. Trial 1 and Trial 2 is
represented by blue and orange symbols. The red line con-
nects the average of two values at specific molar ratio.

percentage. The problem raised when experimenting in a
small scale. Sulfuric acid needed to be diluted with water
when using a small scale reaction leading water content to
be too high. Water could not escape from the vial. Hence
the reaction was carried in a S0mL glass flask. The pressure
parameter for vacuum pump was adjusted. The pump was
not turned on for first half hour since this drained both water
and unreacted furoic acid. After half hour, the pump was
turned on at 700 mbar. This drains all water produced from
the flask.

Residual furoic acid percentage at different reaction time
is shown in figure 6. The reaction with stoichiometric do-
decanol molar ratio has minimum of 2.11%. However, both
reactions with 1.3 and 1.5 molar ratio of dodecanol reaches
under 1% in 1 hour. Since both reactions similarly reaches
the furoic acid conversion, 1.3 molar ratio of dodecanol was
chosen to be the optimum ratio. This uses less dodecanol,
so the price of raw material and waste will be smaller.



Figure 6: Residual 2-furoic acid percentage at correspond-
ing reaction time in hours. Esterification reaction data at
stoichiometric ratio (gray symbol), 1.3 molar ratio (orange
symbol), and 1.5 molar ratio of 1-dodecanol (blue symbol)
is taken at 0.5, 1, 1.5, and 2 hours of the reaction time

The reaction at 1.3 molar ratio of fatty alcohol was repeated,
and the residual furoic acid percentage was checked every 5
minutes in order to get the time to reach below 1% residual
content. From figure 7, 0.91% occurs at 40 minutes.

Figure 7: Residual 2-furoic acid percentage of the esterifi-
cation reaction with 1.3 molar ratio of 1-dodecanol between
the reaction time of 30 and 60 minutes with 5 minutes inter-
vals.

The color of the solution is also important. This is not
related to chemical property, but it is one of the variables
in product characterisation. As brighter the surfactant and
its product, the consumer are more likely to buy. Personal
care product and detergents are focusing on cleaning aspect.
Therefore if the product is clear and bright, it will possess
clear and clean image and be successful in marketing. Fig-
ure 8 shows the color change of the esterification. The re-

[c]

Figure 8: Color change of final product from esterification
at (a) 40min (b) 1 hour (c) 1.5 hours

action after 1.5 hours have 0.27% residual furoic acid per-
centage but the color is dark brown. On the other hand, the
reaction after 40 minutes has 0.91% residual percentage but
has clear yellow and transparent color. The compensation
between residual furoic acid and color exists. The project
aimed for solution to have below 1% residual furoic acid.
This project concludes the reaction at 40 mintues is the best
optimum.

Sulfonation : Sulfonation reactions were done in different
conditions and repeated few times to minimise error. The
first sulfonation was done with 5 grams of AF-12 with 1.2ml
of CSA and 1 mL of chloroform and repeated. The second
sulfonation was done with 10 grams of AF-12 with 2.4 mL
of CSA but 1ml of chloroform which was decreased by half
of original amount and repeated. This was to discover how
much chloroform is required to maintain low viscosity of the
reaction. Viscosity is very significant since in high viscosity
the reactant would not be mixed well. After using 1ml of
chloroform, the third experiment was done without chloro-
form to see if the reaction without chloroform would actu-
ally works.

Table 2: Analysing 15% anionic solution with different ra-
tios: A) pure SAF solution B) 6 to 1 of SAF to SDS solution
C) 5to 2 of SAF to SDS solution D) 4:3 of SAF to SDS so-
Iution E) 1:1 of SAF to SDS solution F) pure SDS solution

15% anionic solution D|E|F

C
Soluble at room temp X 0|0 O
Soluble after adding 150mg AE-7 (0)
Soluble after adding 200mg AE-7
Temp at 60 °C

O X X X >
OX K| w

Reaction between 4.9839 g of AF-12, 1.2 mL of CSA
and 0.9 mL of choloroform produced 2.3576 g of SAF-12.
In neutralisation, 3.56 mL of 5M NaOH was calculated
to be ideal amount. However, 7.21 mL of 5SM NaOH was
used to neutralise the product. Repetition was done for
more accuracy with 5.0533 g of AF-12, 1.2 mL of CSA and



1ml of chloroform. 7.3 mL of 5SM NaOH was required for
the neutralisation and 2.5043 g of SAF-12 was produced.
The next experiments were done with half of original
amount of chloroform and double amount of AF-12 and
CSA. With 10.1041 g of AF-12, 2.4 mL of CSA and 1 mL
of chloroform, 8.58 mL NaOH solution was required in
neutralisation and 6.0642 g of SAF-12 was produced. For
the second trial, 8.64 mL of 5SM NaOH was required and
8.2042 g of SAF-12 was produced. Last experiments were
the reaction without using chloroform. 10.257 g of AF-12
was used and produced 8.0824g of SAF-12. 10.18 g of
AF-12 produced 7.7289 g of SAF-12. The summary of the
result is shown in table 3.

Few problems have raised during sulfonation including
high viscosity of the reaction product and carbonisation dur-
ing the reaction. Viscosity is the key to sulfonation since at
very high viscosity, the reaction starts to be solidify or forms
foaming and will not be done. Before the AF-12 and CSA
got reacted, a little amount of chloroform was injected in or-
der to decrease viscosity and avoid foaming. Dosing is also a
key to maintain stable condition of the reaction. Thermome-
ter was placed in one of the neck of the beaker to adjust tem-
perature below 10°C when injecting both chloroform and
CSA since the reaction with AF-12 with both chemicals are
highly exothermic. Carbonisation is likely happened during
the reaction when the beaker is not completely sealed. Thus,
suba seal and adapter were used to completely seal the reac-
tion. When the reaction is not completely sealed, side prod-
uct can produced due to carbonisation. One example of the
side products is HCI(g). During the reaction, nitrogen gas
was injected direclty to the reaction to remove all the HCI.
One way to know if side product still exist in the product is
putting the reaction in rotary evaporator for 30 minutes to
see the solid state. If the solid is still spongy or wet, ethyl
acetate was used to remove the side product by washing the
solid with it for several times. And rotary evaporator was
used again at 80°C for 30 minutes to remove organic sol-
vent.

Formulation 15%, 20% and 30% anionic surfactant solu-
tions were prepared with various ratios. Table 2 shows that
regardless with the concentration of anionic surfactant, pure
SAF solution (A), SAF:SDS 6:1 solution(B) and SAF:SDS
5:2 solution (c) were all not soluble at room temperature. 15
% of Alcohol Ethoxylate-7 was additionally added to these
solutions. Only C became soluble so additional 5% of AE-7
was added to A and B. Insoluble A was put into the oven
at 60 textdegree C for 10 minutes. Another experiment was
done with adding same 15% MgSO, and AE-7 to soluble
solutions to increase viscosity. AE-7 did help increasing
viscosity and solubility while MgSO, didn’t show different.

Stability test to 6:1 solution was done with enzyme.
Detergents usually have enzymes which breaks ester bonds.
SAF has an ester bond that can be broken by enzyme so
it was injected to the sample to check stability. If SAF
hydrolysed, it would decompose in dodecanol and furoic
acid. Heptane was added to extract the dodecanol. There was

no dodecanol at the end, concluding the SAF is stable with
the enzyme.

Polarised microscope with temperature controller was
used to determine the rheology of 40 % anionic solutions
with ratio of 4:3 of SAF-12 and SDS. The temperature was
controlled by nitrogen gas. This ratio was chosen because
it is soluble at room temperature without non-ionic surfac-
tant with highest ratio of SAF-12. Figure 10 to 12 shows the
photos of the phases with varying temperature. As tempera-
ture increased from 20 to 60, the phase shifted from lamel-
lar phase to cubic phase. At lamellar phase, the particles are
evenly dispersed while at cubic phase, the dark portion got
enlarged and dispersed randomly.

Figure 9: Phase of 40% 4 to 3 of SAF-12 to SDS solution at
20°C

Figure 10: Phase of 40% 4 to 3 of SAF-12 to SDS solution
at 30°C

CMC is the minimum concentration of surfactants in
which micelles are formed. It measures the effectiveness of
surfactants. Micelles form above cmc, but are evenly dis-
persed below the CMC. Surface tensions for each concen-
tration were measured with drop analyzer. These data were
collected in excel to calculate cmc. In the first trial, calcu-
lated CMC values were too low. One of the examples of the
graph from the first trial is be shown in figure 13.



Figure 11: Phase of 40% 4 to 3 of SAF-12 to SDS solution
at 40°C

Figure 12: Phase of 40% 4 to 3 of SAF-12 to SDS solution
at 60°C

Figure 13: Surface tension versus concentration graph of
SAF-12 solution for first trial

With this graph, the cmc of SDS solution was around
672.62ppm. This value was far below the tested value done
by literature. To fix this problem, another trial was repeated
with washed experimental equipment. All the equipment
that were going to be used to measure cmce such as beakers,
plastic pipets, and tubes were washed with soap, distilled
water and ethanol. It was to get rid of salt remaining at any
tools after washing them with tap water. Final result are
shown from Figure 14 to 16.
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Figure 14: Surface tension versus concentration graph of 5:2
SAF-12 to SDS solution
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Figure 15: Surface tension versus concentration graph of 4:3
SAF-12 to SDS solution

Figure 16: Surface tension versus concentration graph of
pure SAF-12 solution



Table 3: Summary of Sulfonation done with AF-12 and Chlorosulfonic acid with Chloroform, amount of NaOH used to neu-
tralise the product, pH and the yield

Sample Number | AF-12(g) | Chlorosulfonic acid (mL) | Chloroform (mL) | SM NaOH (mL) | pH | SAF-12 (g) | Yield (%)
1 4.9839 1.2 0.9 7.21 5-6 2.3576 47.3043
2 5.0533 1.2 1 7.3 5-6 2.5043 49.5577
3 10.0055 2.4 1 8.58 54 6.0642 60.6087
4 10.1041 24 1 8.64 6.14 8.2042 81.1967
5 10.2570 2.4 0 11.1 6.2 8.0824 78.7989
6 10.1800 2.4 0 10.9 6.55 7.7289 75.9224

SDS had its cmc around 1774.82 ppm which matched
with the previous test done, 5 to 2 of SAF to SDS had its
cmc around 432.18 ppm, 4 to 3 of SAF to SDS had its
cmc around 459.82ppm. The calculations were done by
excel. Other values provided by literature were SAF-12
at its cmc around 530ppm and 6 to 1 of SAF to SDS
at its cmc around 330ppm. SDS and SAF have their
cmc values very high when they are used separately.
When mixed together, cmc values get much lower which
means the ability to be used as surfactant has been increased.

Conclusion

Furfural to furoic acid oxidation at 55 °C, 1 hour reaction
time, with 50wt% hydrogen peroxide gives best yield. By
this furfural can be removed as much as possible. The
optimum condition for esterification is at 150°C for 40
minutes with under 1% residual furoic acid percentage and
bright yellow color.

Sulfonation was done with 5 grams of AF-12 and 10
grams of AF-12 with and without the help of side inert
chloroform. For 5 grams of AF-12 the yield was low as
traditional method of filteration was done with cotton filter
that has a bigger hole than AF-12 powder that some AF-12
was lost during the filteration. 10 grams of AF-12 produced
60.6% and 81.2% yield of SAF-12 which was quite success-
ful. The production of SAF-12 without chloroform went
great and produced better yield around 78.8% and 75.9%
but dosing is necessary.

In formulation, SAF-12 was mixed with SDS which is
also an anionic surfactant for greater effect as surfactant.
Adding AE-7 helped increasing stability of the solution and
increase viscosity. 4 to 3 ratio of SAF-12 to SDS was most
ideal at room temperature as it is soluble with highest vol-
ume of SAF-12. 40% of anionic solution was chosen for the
rheology test with polarised microscope. From 20 °C to 50
°C showed lamellar phase while from 60 °C showed cubic
phase. Lastly, the CMC value for SAF-12 provided by liter-
ature was around 530ppm and that of SDS was calculated at
aroudnd 1774ppm. Therefore, it is better to mix both anionic
surfactant to lower the CMC. Overall, 4 to 3 ratio of SAF-12
to SDS was determined to be most ideal ratio as it has proper
viscosity, rheology, and the CMC at room temperature.

Further Research

Further possible research area is a financial analyse between
a cost of purification process and revenue from the desired
yield. In previous section, brighter color was chosen for
better choice to consumers. If color was classified with
colorimetry and corresponding revenue from each colored
products in industry can be optained, the price can be
compared with purification process, whether to purify 1%
or even lower.

More sodium hydroxide was required in neutralising
SAF-12 than the calculated value. One theory that might
have increase acidity of the product is some unknown by-
product has been formed during the reaction. It would be
great to examine what by-product is forming and why. Fur-
ther research can be made to proceed. First, rheology test can
be done with more varying concentration such as 10%, 20%
and 30% to draw 3D phase graph. With this graph, stable and
unstable ranges with varying temperature and concentration
can be known. Another improvement can be made in clean-
ing test. It can be done to test the efficiency and effectivity
of SAF-12. Especially 4:3 Solution should be tested.
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Abstract

At present, the most common production methods of polymeric membranes for filtration are by phase-separation
processes. Over the last ten years, the technological advancements in these methods have been limited. New methods,
including CCD, would require a high capital cost to produce membranes with the appropriate UF capabilities. This
reports shows that the new CCD-NIPS technique, inspired by the combined efforts of CCD and NIPS, utilises
directional solvent freezing during immersion precipitation of the polymer. The membranes produced using PES
polymer and DMSO solvent, have enhanced water permeance compared to its NIPS counterparts due to its superior
connected structure and absence of dead volume. They also demonstrate small pore sizes and enhanced selectivity.
The effects of pore-forming additives and dwell time are found to be influential on the performance and morphology of
CCD-NIPS membranes. Essentially, the findings demonstrate the potential for an economic alternative to fabricating

highly selective CCD-type membranes.

Key Words: CCD, NIPS, CCD-NIPS, immersion precipitation, directional freezing, dwell time and pore-forming

additives, dead volume, water permeance, pore size

1 Introduction

In recent years, with the growing interest in wastewa-
ter treatment and recycling, polymeric membranes have
proven to be a competitive and energy economic alterna-
tive to traditional thermally driven separation methods.
Polymeric flat-sheet membranes have been used extensively
in industrial separations since their invention via the phase
inversion method in the 1960s [1]. This membrane-based
filtration generates a business of tens of billions USD per
year [2] with relevant applications in microfiltration (MF),
ultrafiltration (UF), reverse osmosis and gas separation
[3]. In most cases, the selectivity and permeability deter-
mine the effectiveness of the porous membrane, therefore,
significant effort has been invested into improving the
performance and morphology of existing membranes.

Multiple methods have been applied to fabricate polymeric
membranes such as stretching, track etching, sintering
and phase separation processes [3]. Each involves different
fabrication principles which decide the final membrane
geometry. Among these, controlled phase separation is
the most common method due to its great tunability
towards the membrane microstructure [3]. The polymer
solution is separated into two phases: the polymer-rich and
the polymer-lean phase. The polymer-rich solidifies after
phase separation forming the membrane. The non-solvent
induced phase separation (NIPS) method and the thermal-
induced phase separation (TIPS) are fabrication techniques
in the industry that utilise phase separation. Nevertheless,

these techniques all possess intrinsic limitations which may
affect the membrane morphology and performance.

NIPS involves a process whereby a polymer solution is cast
onto a supporting plate which is then submerged in a coag-
ulation bath containing a non-solvent [1]. Demixing occurs
where the solvent phase is replaced by the non-solvent
phase from the coagulation bath. The nature of these
membranes are normally anisotropic or asymmetric [4].
Thus, the popularity of this fabrication technique stems
from the simplicity of the process and the flexibility to
manipulate membrane morphology [4]. However, the NIPS
technique is susceptible to physical-chemical interferences,
such as ambient temperature and humidity, inter-diffusion
mechanisms, rheology of polymer solution and interfacial
instabilities [2]. Due to the complexity and lack of under-
standing surrounding this, the NIPS technique falls short
in terms of quality control and reliability of the membrane
fabrication process. Consequently, it is difficult to achieve
an optimal membrane morphology with minimised perme-
ation resistance via the NIPS method.

The main disadvantage of the TIPS technique involves the
absence of the tight-skin separation layer, characteristic
of the NIPS method, as it lacks the solvent/non-solvent
exchange. Therefore, the pore size of TIPS membranes
lies within the MF range, which limits its application in
UF scenarios. Attempts have been made to combine the
respective advantages of TIPS and NIPS method using
water-soluble diluents,[5] however, the competition that



results between NIPS and TIPS creates an even more
complicated fabrication process.

The combined crystallisation and diffusion (CCD) method
is a simple freeze-drying approach that creates membrane
pore structure through solvent unidirectional freezing.
The solvent crystallisation is driven by a -30 °C cooling
plate, where the precipitation of the polymer forms the
membrane matrix. For this method, a solvent with a high
freezing point (DMSO) is required. Thus, the resultant
membrane structure exhibits aligned pore channels that
minimise the transport resistance of water, giving rise
to a high flux. Moreover, these membranes demonstrate
superior mechanical properties and are much easier to
control giving reproducible results [2].

Ideally, a CCD structure would be synthesised at a very
low temperature (-30 °C), to extract the best possible
membrane permeation and UF characteristics. In reality,
such cryogenic temperatures are not preferred during the
fabrication process as it would increase the membrane capi-
tal cost. Thus, the potential pore sizes of CCD membranes
produced at economically viable temperatures will be
significantly larger than the sizes produced by traditional
NIPS methods.

This paper proposes an idealised fabrication technique
where the CCD and NIPS methods are combined to pro-
duce an optimised membrane. It strives to present a viable
economic alternative that can produce membranes with
the high permeability and low pore size characteristic
of the CCD and NIPS methods respectively, at a higher
temperature.

In this study, the CCD-NIPS method is applied to
polyethersulfone (PES), one of the most commonly used
MF and UF materials. PES possess high mechanical
strength, chemical resistance, and thermal stability, mak-
ing it ideal for many industrial applications in waste-water
treatment and bio-separations [6]. Literature suggests that
DMSO demonstrates the appropriate solubility character-
istics; its high melting point of 19°C enables the DMSO
to freeze upon immersion, a step critical in CCD-induced
separation [7]. An aluminium plate was chosen to provide
high heat dissipation during cooling. Studies have shown
that the permeation characteristics of membranes can be
enhanced by the addition of additives like polyvinylpyrroli-
done (PVP) [4]. This report will investigate whether the
addition of PVP is beneficial to the performance of the
CCD-NIPS induced membranes.

2 Theory

Each membrane consists of a separation and a support-
ing layer, where the separation layer is responsible for
the selectivity properties, whilst the supporting layer pro-
vides mechanical stability and controls the permeation rate.

The CCD-NIPS membrane morphology is dependant on
the polymer precipitation rate, which is controlled by two

kinetic factors:

1. the diffusional exchange (demixing) of solvent with
non-solvent in the polymer-lean phase, and

2. the DMSO crystallisation rate in the polymer-rich
phase.

The first kinetic mechanism is characteristic of that found
in the pure NIPS process, whilst the second is comparable
to the mechanism in pure CCD.

2.1 NIPS Mechanism

In NIPS, the precipitation front is kinetically controlled by
the diffusional exchanges associated with the liquid-liquid
demixing of the DMSO solvent with the non-solvent wa-
ter from the coagulation bath [8]. Upon immersion, the
precipitation front travels inwards from the non-solvent
bath-membrane interface [9]. Nuclei inception at the
precipitation front is only possible once the solution over-
comes an energy barrier and enters the metastable region
(between the binodal and spinodal boundaries seen in
Figure 1) [8]. In NIPS, the nucleation energy barrier is
overcome by the concentration gradient, which arises once
the membrane is submerged into the coagulation bath.
Nucleation will continue until the diffusional driving forces
can no longer overcome the mechanical strength of the
vitrified nucleus wall.
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Figure 1: Ternary Diagram for Non-solvent (water), Solvent (DMSO)
and Polymer (PES)[8]

The finger-like macropores are formed via viscous fingering
from the top surface and grow inwards. These form under
the separation layer, with their growth dependant on the
concentration of polymer at the precipitation front. If the
polymer concentration is low enough to sustain growth,
the finger-like pores will continue to grow. Growth termi-
nates once the precipitation front reaches the more viscous
polymer-rich phase. The termination point is referred to
as the glass transition point [10]. The research have also
shown that these finger-like macropores are promoted by
faster precipitation fronts and by rapid immersion [11].

The binary phase diagram in Figure 2 indicates the thermo-
dynamic consideration of the demixing mechanism within
the polymer solution. By lowering the temperature of the



coagulation bath, the demixing behaviour of such solution
shows three different patterns: the nucleation and growth
of the polymer-rich phase, the bicontinuous morphology
due to spinodal decomposition and nucleation and growth
of the polymer-lean phase. Nevertheless, the transition
between these regions is not sudden but rather a gradual
change, and this is decided by the kinetics of demixing.
A high demixing kinetic would promote the formation
of a more continuous pore structure (bi-continuous or
sponge-like pores). However, a delayed demixing would
usually lead to the formation of isolated pores. These
isolated pores, known as dead-volume, are prevalent in the
bottom half of the NIPS membrane structure, exerting
high transport resistance to the fluid.

The described NIPS morphology can be seen in Figure 4a.

Figure 2: Phase Separation Mechanisms [12]

2.2 CCD Mechanism

In CCD, the topology of the pore is preserved by the
crystallised solvent in the membrane solution which is
replaced by a non-solvent when the membrane is immersed
into an iced coagulation bath. The water needs to be at a
lower temperature than the freezing point of the solvent
so that it retains its crystalline structure.

The energy barrier for homogeneous and heterogeneous nu-
cleation is dictated by the temperature difference between
the cooling plate surface and the freezing point of the
solvent, here and thereafter referred to as the undercooled
temperature difference. The plate removes heat and en-
ables fast cooling of the membrane solution pre-immersion.
When the undercooled temperature difference is sufficiently
high, the solvent will crystallise both homogeneously and
heterogeneously. Homogeneous nucleation has a higher
energy barrier to overcome and therefore occurs at a lower
temperature than heterogeneous nucleation. Thus, it can
be deduced that the rate of solvent crystallisation is also
determined by the undercooled temperature difference[2].
The freezing mechanism explained above is unidirectional
and is related to gelation. Gelation occurs when the sol-
vent diffuses out of the solution to crystallise, gradually
increasing the concentration of polymer in the solution.
This subsequently increases the viscosity of the solution,
forming a gel. Gelation is a temperature dependant phe-
nomenon [13] that varies with distance from the cooling

plate, a trend more apparent at lower temperatures and
shorter contact times. In CCD, the gelation of the solution
is fast due to the larger undercooled temperature difference.
Once immersed, the DMSO crystallites are removed by
solid-liquid demixing with the non-solvent.

The membrane morphology formed via CCD can be seen
in Figure 4b. It can be seen that the pre-immersion solvent
crystallisation determines the uniform lamellar structure
present in CCD membranes.

2.3 CCD-NIPS Mechanism

Figure 4c demonstrates the membrane structure synthe-
sized by a CCD-NIPS mechanism. Here, we observe the
existence of a thin separation layer followed by long finger-
like NIPS-induced structures that extend into a dense
bicontinuous CCD-induced structure, with an apparent
absence of dead volume. The top of the structure is formed
via NIPS, whereas the bottom of the structure is formed
via CCD. The structural properties of the CCD-NIPS
membrane can be attributed to the fabrication mecha-
nisms of both the NIPS and CCD processes.

The proposed CCD-NIPS mechanism utilises two kinetic
mechanisms outlined in this section and will be further
examined throughout the report.

3 Methodology

3.1 Chemicals

Polyethersulfone, PES, was used as a solute (18 wt.%) and
dissolved in dimethyl sulfoxide, DMSO (MW. 78), to create
the membrane solution. Polyvinylpyrrolidone PVP (MW.
3000) was used as an additive (1 wt.% and 4 wt.%), whilst
isobutanol, hexane and ethanol were used in the drying
process.

3.2 Membrane Fabrication

3.2.1 Membrane Preparation

During the investigation, each membrane was prepared
using the same technique. The membrane solutions were
prepared in 500ml batches. PES was first dried at 80 °C'
for 24h. PES was dissolved into DMSO to produce an
18 wt.% PES in DMSO solution, it was then placed on a
rotating drum for sufficient mixing. Additionally, two sepa-
rate batches of membrane solution with PVP additive were
produced, with 1 wt.% and 4 wt.% PVP. The solutions
were dried in the oven for 48h to remove any moisture and
air bubbles. The solution was poured onto an aluminium
casting plate of thickness 1.2mm and placed on the casting
machine, ready to be formed using the method of choice as
seen in Figure 3. It is worth noting that the time between
casting the membrane and starting the synthesis method
was minimised each time.



3.2.2 CCD Method

Immediately after the membrane was cast, the casting
plate was moved to the cooling plate at -10 °C', well below
the freezing point of DMSO, where it was left to freeze and
form the membrane structure. After this, the plate was
immersed into an iced coagulation bath to leach out the
DMSO crystals and produce the final membrane structure.

3.2.3 NIPS Method

For the NIPS method, the solution film attached to the
casting plate was immediately immersed into an iced coag-
ulation bath to leach out the liquid DMSO from within the
structure. The membrane had completely formed within a
few minutes.

3.2.4 CCD-NIPS Method

In this method, the membrane on the casting plate is moved
to an intermediate cooling plate where the membrane was
cooled to 8 °C, below the freezing point of DMSO. The
temperature of the cooling plate was much higher than
that of the pure CCD method. It was important to ensure
that the cooling plate was set at a temperature sufficient
in changing the viscosity profile from the bottom of the so-
lution, without freezing it. The dwell time is defined as the
time spent by the solution film on the intermediate cooling
plate. The dwell time was varied for experiments both
with the PVP additive (for 20s and 60s) and without the
additive (for 10s, 30s and 60s) to explore the significance
of this constraint. After the desired dwell time had passed,
the casting plate was swiftly transferred to an iced water
coagulation bath at 0 °C' to leach out the DMSO from
the solution. Figure 3 shows a set-up of the CCD-NIPS
equipment.
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Figure 3: CCD-NIPS Fabrication Process Diagram

3.2.5 Membrane Storage

The membranes were stored in de-ionised water after cast-
ing to limit exposure to air and any subsequent damage.
The de-ionised water was replaced every day to minimise
effects of contamination.

3.3 Membrane Performance
3.3.1 Pure Water Permeance (PWP

The membrane permeability was determined through a
series of pure water permeation (PWP) tests. A 500 ml
dead-end filtration cell was connected to a compressed air
pressure supply to dictate the feed flow rate into the cell.
Each PES membrane was cut into circular samples which
were then placed into the membrane holder attached to the
dead-end cell. Within the membrane-holder was an O-ring,
placed on top of the membrane for a tight seal, with an
internal diameter of 2mm. At all points, the membrane
was kept in de-ionised water and the time spent outside
of water was minimised. All membranes were tested at a
pressure of 1 atm for between 10 to 15 minutes, excluding
NIPS (tested at 5 atm for 30 minutes). The PWP of each
membrane was calculated using Equation 1.
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(1)

Where J is the pure water permeance (Lhr~1m?), V is the
permeate volume (L), A is the effective membrane area
dictated by the inner diameter of the O-ring (m?) and t is
the permeate collection time (hr).

3.3.2 Mean Flow Pore Diameter (MFPD

The mean flow pore diameter (MFPD) was calculated using
a liquid-liquid porometer (PMI 1500A). The membrane
was dried in two washes of ethanol followed by two washes
of hexane each for 6 h to remove any water content from the
mixture. Ethanol was needed as it was easily exchanged
with the water, however, due to its slow evaporation rate,
it was subsequently immersed in hexane (which has a faster
evaporation rate). The hexane is immiscible with water and
therefore an intermediate step using ethanol was needed.
Once dried, the membrane was cut into samples the same
as in the PWP experiment. The samples were wetted by
an alcohol-rich isobutanol phase, produced from a water-
isobutanol mixture. The wetted membrane was placed
into the LLP where the water-rich phase from the mixture,
replaced the isobutanol-rich phase. Since the two phases
are immiscible, the interfacial tension between them was
used to calculate the pore size in the LLP measurement.
During the test, the pressure of the testing N, was in-
creased from 0 to 180 psi, step by step to replace the
wetting liquid. At each stage, the pressure and flow were
stabilised and recorded. Each measurement produced a
value that was representative of the bottleneck size of the
open pores. Alongside the MFPD, a full pore size distribu-
tion was produced.

3.3.3 Membrane Contact Angle

To calculate the contact angle (CA) an optical contact an-
gle machine (Rame-hart Model 590 Advanced Goniometer)
was used. 5 microlitre drops of water were dropped onto
the membrane surface from a microsyringe. Both the top
(NIPS-induced) and bottom (CCD-induced) were tested.
Multiple measurements were taken to calculate an average
CA for each sample.



3.3.4 Scanning Electron Microscope (SEM) Sam-
ple Preparation

To examine the membrane morphology an SEM (LEO 1525)
was used. The membranes were first wetted in ethanol for
30 mins to replace the water content within the pores. To
obtain clear cross sections for the membrane the wetted
membranes were frozen in liquid nitrogen before snapping
the membrane to retain a clear cross-section structure. The
membranes samples were covered in carbon tape to ensure
conductivity before the SEM sampling.

4 Results and Discussion

4.1 Comparing Fabrication Methods on
Membrane Performance and Morphol-
ogy (NIPS, CCD, CCD-NIPS)

Table 1: Effect of Fabrication Method on PWP and MFPD

Fabrication Method | NIPS | CCD | CCD-NIPS

PWP (Lhr—m?) 781 | 860 704
MFPD (nm) 1.7 | 300 13.3

Figure 4: Effects of fabrication method SEM a) NIPS cross-section b) CCD cross-section ¢) CCD-NIPS cross-section d) NIPS finger-like macropore
e) NIPS cellular discontinuous dead volume f) NIPS bincontiuous separation layer

4.1.1 Mean Flow Pore Diameter (MFPD) and
Pure Water Permeance (PWP) Results

When comparing the different fabrication methods, it was
found that the NIPS method had the smallest MFPD and
the lowest PWP, at 11.7 nm and 7.81 Lhr~1m? respectively.
In contrast, the CCD method produced the largest MEPD
and the highest PWP, of 30 nm and 860 Lhr~'m? respec-
tively [2]. CCD-NIPS produced a PWP of 704 Lhr~1m?
comparable to that of the CCD method whilst retaining a
small MFPD of 13.3nm similar to that of the pure NIPS
membrane.

4.1.2 Scanning Electron Microscope (SEM) Re-
sults

Figure 4 shows the SEM for the three fabrication meth-
ods. Each membrane consists of a separation layer that is
attached to a supporting structure. The NIPS has a thin

bicontinuous separation layer at the top of the membrane.
This leads into the supporting structure, where finger-like
pores develop into closed cellular regions of dead volume
(volume where liquid cannot pass through). The cellular
regions display a high tortuosity and were also found to be
discontinuous. The NIPS membrane had a larger pore size
distribution within its supporting structure.

By contrast, the CCD supporting structure demonstrated
uniform lamellar pores, with negligible dead volume. A
thin bicontinuous separation layer was observed at the
membrane-solution/cooling-plate interface. Here the per-
meation paths were connected and much less tortuous.
Figure 4c shows the CCD-NIPS structure that forms. Here,
we have the long finger-like NIPS structures that lead into
an inter-connected and bicontinuous CCD-induced struc-
ture which has replaced the dead volume region present in
the pure NIPS structure.



4.1.3 Discussion

The NIPS structure observed in the Figure 4a can be
explained by the mass transfer attributed to the demixing
of DMSO and subsequent intrusion of the non-solvent-
based water from the coagulation bath into the membrane
structure [8].

The discontinuous dead-volume found towards the bottom
half of the membrane is formed via polymer-rich nucleation,
whilst the tortuous bicontinuous intermediate region is
formed via spinodal decomposition.

In CCD, the solvent (DMSO) begins to nucleate from the
bottom and crystalise. The temperature gradient (driven
by the undercooled temperature difference) is steep at the
solution/cooling-plate interface and thus nucleation occurs
quickly in this region forming a frozen front. Above the
frozen front, the temperature gradient is flatter and thus
alters the growth patterns due to the effect on nucleation
mentioned in the theory. At this point, columnar and
dendritic growth patterns are typically observed, as seen
in Figure 4b. The separation layer consists of fine pores,
whilst the supporting layer is composed of well-arranged
interconnected lamellar microchannels which increase in
size as they get further from the separation layer [2].

The principal interest in CCD-NIPS is to eradicate the
effects of the dead-volume on membrane performance. We
can see from the MFPD that the CCD-NIPS structure
retains the selective nature associated with the small pore
size of NIPS membranes. The PWP data demonstrates
that the CCD-NIPS structure emulates the high permeance
of the CCD structure. The fabrication technique for this
membrane can explain these properties. From the SEM, it
appears as though the top of the membrane (including the
entirety of the separation layer) is NIPS-induced, whilst the
bottom is CCD-induced. This is because as the membrane
rests on the intermediate cooling plate, it does not freeze
as it would via the traditional CCD method but instead is
undercooled so that the viscosity increases. An increase in
viscosity slows down the diffusional exchange highlighted
in the theory section, causing the precipitation rate to
decrease. Upon immersion, the formation of the NIPS-
induced structure from the top is simultaneous with the
formation of the CCD-induced structure from the bottom.
Typically, for a fast precipitation rate, a steep temperature
gradient is required. However, the lower temperature of
the CCD-NIPS method at the cooling plate/membrane
interface when compared to the CCD method causes a
slower precipitation rate from the bottom of the membrane
upon immersion. This is due to the smaller undercooled
temperature difference in the CCD-NIPS method when
compared to the pure CCD method. As a result, the
kinetic and thermodynamic conditions in the CCD-NIPS
mechanism are unfavourable for dead-volume formation
as the slow precipitation rate enables the formation of a
bicontinuous CCD-induced structure. This supports the
trend in PWP and indicates that permeance is a function
of the membrane supporting layer structure.

2

As mentioned above, the undercooled temperature differ-
ence for CCD-NIPS is considerably smaller than in pure
CCD. This constrains the rate of homogeneous nucleation
as the energy barrier is not exceeded. A lower rate of
heterogeneous nucleation occurs and can explain the con-
siderably larger pore sizes on the bottom surface of the
membrane when compared to that produced by the CCD
method.

4.2 Effects of Dwell Time on CCD-NIPS
Membrane Performance and Morphol-

ogy

Table 2: Effect of Dwell Time on CCD-NIPS on PWP, MFPD, Separa-
tion thickness and CA (3.s.f)

Dwell Time(s) 10 30 60

PWP (Lhr—Im?) 226 | 663 | 704
MFPD (nm) 9.60 | 12.1 | 13.3
Separation layer thickness (um) | 3.1 | 3.9 | 4.5
CA on CCD-induced side (°) | 85.2 | 71.3 | 118
CA on NIPS-induced side (°) | 51.3 | 57.8 | 59.8

4.2.1 Mean Flow Pore Diameter (MFPD) and
Pure Water Permeance (PWP) Results

When exploring the effects of dwell time on the properties
of the CCD-NIPS membranes, it was observed that the
PWP increased with dwell time. The change in MFPD is
marginal, though there is a slight increase with dwell time.
Table 2 demonstrates the relationship between dwell time,
PWP and MFPD. The pore size distribution was found to
be consistent for all dwell times.

4.2.2 Scanning Electron Microscope (SEM) Re-
sults

The SEM images in Figure 5 show that as the dwell time
increased, the ratio of NIPS-induced region (top side) to
CCD-induced region (bottom side) in the supporting struc-
ture increased. The separation layer became thicker for
longer dwell times. It can also be observed that the pore
size on the bottom of the membrane structure increases as
the dwell time increases.

4.2.3 Contact Angle (CA) Results

It can be seen in table 2 that the contact angle on the
NIPS-induced side was smaller than that on the CCD-
induced side for all dwell times. It was found that as the
dwell time increased, so did the contact angle. An increase
in dwell time from 10s to 60s saw a less significant change
in contact angle on the NIPS-induced side (51.3° to 59.8°
) when compared to the change on the CCD-induced side
(185.2° to 118.4° ).
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Figure 5: Effects of dwll time SEM a) 10s CCD-NIPS cross-section b) 30s CCD-NIPS cross-section c¢) 60s CCD-NIPS cross-section d) 10s CCD-NIPS
plate/film surface e) 30s CCD-NIPS plate/film surface f) 60s CCD-NIPS plate/film surface

4.2.4 Discussion

The increase in PWP with dwell time can be attributed
to the changes in the mass transfer that affect the DMSO
crystallization rate. This, in turn, affects the polymer
precipitation rate. The SEM pictures in Figure 5 can help
explain the theory behind this. The visual trend in the
ratio of NIPS-induced region to CCD-induced region (Fig-
ure 5a-c) in the supporting structure is derived from the
effects of viscosity. The extension of the finger-like pores
is limited by the precipitation rate of the polymer-rich
region. The slower the precipitation of the polymer-rich
region, the longer the water phase permeates through the
supporting layer, forming the finger-like pores. As a result,
as the dwell time increases, the further the finger-like pores
can extend into the supporting layer, increasing the NIP
to CCD-induced ratio and thus increasing the permeation
rate.

Gelation can be used to explain this slower precipitation
rate in the polymer-rich region. Gelation of the casting film
can be observed at the cooling-plate/membrane-solution in-
terface as the temperature difference increases the viscosity
of the solution. Consequently, the level of gelation at the
membrane-solution/casting-plate interface increases with
dwell time. As the gelation increases, the viscosity start
to build up from the solution-casting plate interface, and
this propagates inside the polymer solution. This viscosity
limits the diffusion of DMSO out of the polymer-rich phase,
decreasing the DMSO crystallization rate, which in turn,
slows down the polymer precipitation rate. As explained
in the theory section, this results in longer finger-like
pores which have penetrated deeper before reaching the
glass transition boundary due to the abundant supply of
solvent/non-solvent. Essentially, the freezing from the
bottom of the membrane post immersion becomes slower

as dwell time increases, yet the rate of the water intrusion
remains unaffected. Slow precipitation of the PES also
increases the pore size in the CCD-induced region. This
can be seen in the SEM pictures in Figure 4 (d-f), where
pore size increases as dwell time increases.

The insignificance of the effects of dwell time on the
MFPD in Table 5 highlights that the separation layer is
relatively unaffected by the induced concentration gra-
dient. The relatively consistent MFPD demonstrates
that the NIPS-induced region retains the selectivity of
a pure NIPS membrane whilst enabling the larger CCD-
induced pores channels to form in the supporting structure.

The contact angle is also reflective of the surface pore
distribution and surface roughness — a measurement that
was not calculated during the investigation. From the
literature, it is apparent that the NIPS separation layer
is hydrophilic and allows water to enter the membrane
structure with ease. Conversely, the more hydrophobic
tendencies of the CCD-induced surface are optimal for
allowing water to exit the membrane structure. Thus, the
two works in tandem to allow water to pass through the
membrane [14].

Therefore, the CCD-induced surface for a dwell time of
the 60s, can either be considered to have hydrophobic ten-
dencies or low surface roughness. A conclusion cannot be
drawn in regards to the hydrophilicity membrane surfaces
due to the inconsistencies in the data collected. These
inconsistencies can be attributed to the mishandling of
the membrane when performing the contact angle test.
Wenzel’s equation suggests that contact angle is a function
of the actual contact angle and surface roughness [14].



4.3 Effects of PVP Additive on CCD-
NIPS Performance and Morphology

Table 3: Effect of Additive Concentration on CCD-NIPS on PWP,
MFPD and CA (3.s.f)

Additive concentration (wt.%) [ 0 | 1 | 4
PWP (Lhr—'m?) 704 | 559 | 279
MFPD (nm) 13.3 | 18.8 | 10.1
CA on CCD-induced side (°) 118 | 75.4 | 51.3
CA on NIPS-induced side (°) 59.8 | 58.1 | 51.0

i

Figure 6: The effects of additive concentration on CCD-NIPS SEM a) Owt.% b) 1wt.% c) 4wt.%
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Figure 7: Pore Size Distribution vs Diameter (fitted) for CCD-NIPS membranes with additive a) Owt.% PVP b) 1wt.% PVPc) 4wt.% PVP

4.3.1 Mean Flow Pore Diameter (MFPD) and
Pure Water Permeance (PWP) Results

An inverse relationship was observed between the concen-
tration of PVP additive in the membrane solution and the
PWP. As PVP concentration increased from 1 wt.% to
4 wt.%, the PWP decreased form 559 Lhr—'m? to 279
Lhr~—'m? . An interesting relationship was observed for
the MFPD, initially, an increase in additive from 0 to 1
wt.% saw MFPD rise from 13.3nm to 18.8nm. However,
a subsequent increase in additive concentration to 4 wt.%
saw the MFPD drop to 10.1nm. It is worth noting, that
the pore size distribution was much less consistent when
the membrane solution contained the PVP additive.

4.3.2 DPore Size Distribution

An increase in PVP addive results in a broader pore size
distribution as seen in Table 7.

4.3.3 Scanning Electron Microscope (SEM) Re-
sults

The 1 wt.% PVP additive demonstrated similar structural
properties as the membrane produced without PVP addi-
tive. The separation layer thickness decreased from 4.5nm
(0 wt.% PVP) to 3.7nm (1 wt.% PVP). However, the in-
crease of PVP additive to 4wt.% saw a deterioration in this
regular structure: the NIPS-induced layer, CCD-induced
layer and the separation layer were no longer distinguish-
able - instead a sponge-like cross-section was observed.



4.3.4 Contact Angle

Table 3shows that as contact angle decreases on both the
NIPS-induced and CCD-induced surfaces, this effect is
more significant on the CCD-induced side.

4.3.5 Discussion

Given the large molecular weight of PVP, even a small
concentration can have a significant impact on the viscosity
and subsequent mass transfers during phase separation.
This increase in viscosity, however, is different to that
caused by the effects of gelation and dwell time discussed
in section 4.2. This change in viscosity is uniform through-
out the cast-solution, not just at the cooling-plate surface.

Previously we have defined two main kinetic factors ef-
fecting the rate of polymer precipitation subsequent pore
size. 1) The demixing rate of DMSO with water and 2)
the DMSO crystallization rate in the bottom region. The
increased viscosity throughout the entire solution hinders
both of these factors.

For higher concentrations of PVP, larger residual PVP
particles remain within the membrane post phase separa-
tion, altering the morphology. Therefore, upon addition
of PVP we observe a shorter finger-like region as seen
in Figure 6b). The shorter finger-like pores causes an
increase in the permeation pathway and hence a decrease
in permeability. The increased viscosity also causes both
the NIPS and CCD-induced regions precipitates slower.
This slower precipitation rate, as explained in the theory,
promotes formation of larger pores. This explains the
unusual trend from 0 wt.%- to 1 wt.% of an increased pore
size from 13.3nm to 18.8nm but a decreased permeability
from 703 Lhr—'m? to 559Lhr—'m2.

When PVP is increased to 4% a drastic increase in vis-
cosity is observed causing a complete deterioration of the
CCD-NIPS typical structure. As a result, the two kinetic
factors previously explained are both limited so much that
an entirely new mechanism controls the morphology. The
precipitation rate is so slow that it induces large regions
of closed pores forming discontinuous pore structure. The
effect of this can be seen in Figure 6c.

It is also worth noting that the addition of PVP additive
leads to a broader pore size distribution which is undesir-
able. This can be seen in Figure 7.

As a side-note, it is known that PVP is a hydrophilic
material, the effect of this can be seen by the decrease in
contact angle as seen in Table 3 - an effect particularly
amplified on the CCD-induced surface. Although this
theory may support the findings, it neglects the effects of
surface roughness on the contact angle. [14].

Overall, the addition of PVP additive hinders performance
of our CCD-NIPS membranes.

5 Conclusion

In this study, a CCD-NIPS technique, inspired by the syn-
ergy of directional freezing during immersion precipitation
of a polymer solution, was developed. Immersion precipi-
tation created a tight UF-ranged top layer, and directional
freezing aligned the membrane substructure. The resultant
membrane showed excellent pore connectivity with the
absence of dead-volume pores, yielding a water permeation
rate a magnitude higher than its pure NIPS counterpart.
The unique structure introduces versatile tunability to the
final membrane performance. The influence of dwell time
and pore-forming agent on the membrane performance
was investigated. The results show that both variables
are essential to alter the membrane pore size and perme-
ance. The new membrane geometries demonstrated great
potential to replace the current membrane fabrication
techniques, namely the NIPS and TIPS methods, and
to provide a more economically viable route to fabricate
CCD-type membranes.

6 Outlook

Looking to the future, further investigation into the ef-
fects of surface roughness on the membrane surface will
improve the current understanding of the significance that
contact angle plays on CCD-NIPS membrane performance.
Additionally, a further examination into the effects of
dwell time on the mechanical stability of the structure
will validate the commercial use of this method. The
temperature dependence of the CCD-NIPS method was
not tested during this investigation and thus, the economic
benefits that may arise are yet to be discovered. Finally,
a new proposed flash-freezing method could be explored,
to see if a true CCD-like structure can be produced. A
full cost-benefit analysis can be conducted to evaluate the
industrial relevance that such a method could achieve. It
is hypothesized that this flash-freezing method may in fact
produce the best performance results.
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Optimisation of Nucleoside Modifications in-vitro transcribed mRNA

Ellson Chow and Darrel Lee
Department of Chemical Engineering, Imperial College London, U.K.

Abstract Nucleoside-modifications of in-vitro transcribed (IVT) mRNA can confer increased translational
capacity and biological stability while diminishing immunogenicity, by preventing the induction of Type-I
interferons (IFN-I). However, IFNs are essential to activate antigen presenting cells and elicit adequate T-cell
immune responses for successful immunization. In this research, a firefly luciferase assay was used to transfect
HEK?293T.17 and HELA cell lines to find out the optimal ratio between unmodified and nucleoside-modified
saRNA that provides the greatest vaccine efficacy, yield, and stability. Nucleoside modifications ¢-GTP and O-
xTP (x = A,G,C,U) displayed promising results as gene expression increases when they are incorporated into
mRNA. The presence of a self-amplifying RNA (saRNA) cap structure and its effects on effective yield are also
demonstrated, with it reducing mRNA manufacturing yield but increasing gene expression by multiple folds.
However, capping and nucleoside modifications showed minimal differences between the functional half-lives of

saRNA.

Introduction

Vaccinations currently prevent 4 to 5 million
deaths a year, proving itself to be one of modemn
medicine’s greatest successes. However, an
additional 1.5 million deaths can be avoided if
global vaccination coverage improves [1]. Not only
does immunisation through vaccines help to prevent
and control numerous infectious diseases, but they
are also essential to ensuring quality education and
protecting a healthier workforce for economic
development. As the number and diversity of
epidemics and pandemics gradually but inexorably
increase, there is an urgent need to improve on
conventional vaccine production methods to tackle
these challenges quicker and more effectively.
While conventional vaccine development takes an
average of 8 to 14 years to commercialize and costs
0.55 to 1 billion USD, emerging RNA platform
technologies, such as the messenger RNA (mRNA)
and self-amplifying RNA (saRNA) platforms, can
promote pre-clinical development at unprecedented
speeds and expedite commercializing a new vaccine
product to just 0.5 to 2 years[2].

Since conventional vaccines deliver live
attenuated or inactivated pathogens into the body
[3], manufacturing them requires inflexible,
specifically catered single-product processes and
facility development. However, RNA vaccines
introduce genetic instructions for the vaccinated
person’s own cells to produce antigens and build
immunity [4], thus only the RNA sequence encoding
for a vaccine antigen needs to be known and
changed, while the rest of the production process
from equipment to quality control remains the same
[2]. This is of paramount advantage as a facility
dedicated to RNA platforms can rapidly
manufacture vaccines against multiple viruses once
the sequence encoding the immunogen is available
[5]-

To introduce heterologous mRNA into the
cytoplasm of the cell, innate immune system

receptors such as Toll-like receptors (TLRs) must be
bypassed. TLRs are a natural line of defence against
invading pathogens, preventing the translation of
foreign mRNA. Activating RNA receptors such as
TLR7 and TLRS can greatly reduce cellular protein
synthesis, induce cytokine production, and possibly
lead to programmed cell death [6], thus initially
rendering mRNA vaccines unfeasible due to its
labile and immunogenic nature. However, studies
have shown that the inflammatory nature of
exogenous RNA can be mitigated by modifying the
nucleosides in mRNA, where nucleoside-modified
mRNA (modRNA) are produced either by
incorporating naturally modified bases in eukaryotes
or synthetic nucleoside analogs into transcripts [7].
For instance, transcribed mRNAs containing
pseudouridine, instead of the standard nucleoside
uridine, possess superior translational capacities and
biological stability, while diminishing
immunogenicity through the reduction of IFN-I
produced both in vitro and in vivo [8]. To combat the
COVID-19 pandemic, Pfizer-BioNTech lead
mRNA vaccine candidate BNT162b2 also uses a
type  of  nucleoside  modification,  NI-
methylpseudouridine, in RNA synthesis to produce
the active substance of single-stranded, 5’-capped
mRNA that is translated into a codon-optimised
sequence encoding the spike antigen of SARS-CoV-
2[9].

We report an optimal ratio of unmodified to
nucleoside-modified saRNA that manages to bypass
TLRs just enough to not invoke a potent immune
response that renders the vaccine ineffective, while
also ensuring that sufficient antigen presenting cells
are activated to elicit ample T-cell responses for
adaptive immunity. The proportion of unmodified to
nucleoside-modifications of ¢-GTP and UO-xTP in
mRNA are 75:25 and 25:75 respectively. We also
report that the capping of saRNA results in higher
gene expression albeit reducing manufacturing
yield.



Quality by Design framework

Conventional development of process relies on
empirical approach that pivots on inspection and
constant end-product testing to determine the quality
of the products. This process focuses on process
reproducibility and creates fixed products which are
difficult to change.

To improve the producer’s ability to tailor their
products and meet the needs of the consumer, QbD
framework was selected. Quality by Design is a
systematic approach which thoroughly analyse and
optimise the development process to effectively
identify quality issue before the finished product is
developed [10]. This would save cost and time
which are critical to ensure quick and wide roll out
of vaccines. The whole QbD process consist of five
major activities: 1. Define, 2. Discover, 3. Design, 4.
Develop and 5. Deliver [11]. The information from
this study contributes to the Design section of the
QbD process where the product is researched on to
gain an advantage over the competitors and existing
products.

This study provides an optimal ratio of unmodified
to modified ratio and an understanding of capping of
the mRNA on in-vitro transcription and cell-based
translation. This information can be applied in the
vaccine development process in order to develop
effective vaccines for the consumers.

Methods

All experiments were conducted by K. Samnuan and
data in this research was obtained using the
following protocol [12].

Plasmid DNA Synthesis and Purification

The plasmid DNA (pDNA) construct used for the
synthesis of RNA replicons encodes for the non-
structural  proteins of Venezuelan Equine
Encephalitis Virus (VEEV), wherein firefly
luciferase (fLuc) gene (GenBank: AB762768.1)
(GeneArt, Germany) was cloned into the plasmid
right after the sub-genomic promoter using the
restriction sites Ndel and MIul-HF. The pDNA was
transformed into Escherichia coli and grown in 100
mL cultures in lysogeny broth (LB) media with 100
pug/mL carbenicillin (Sigma-Aldrich, U.S). Isolation
and purification of the pDNA was done using a
Plasmid Plus maxi kit (QIAGEN, UK) and a
NanoDrop One Microvolume UV-Vis
Spectrophotometer (ThermoFisher, UK) was used to
measure the concentration and purity of the pDNA.
The pDNA sequence was confirmed with Sanger
sequencing (GATC Biotech, Germany). Prior to
RNA IVT, pDNA was linearized using Mlul for 3h
at 37 °C, according to the manufacturer’s
instructions.

RNA Synthesis and Quantification
1 pg of linearized DNA template was used and kept
constant across all IVT reactions with a final volume

of 100 pL per reaction which were incubated at 37
°C for either 2, 4 or 6 hours. RNA yield was
measured right after IVT using the Qubit RNA
Broad Range Assay kit with the Qubit Fluorometer
(Thermo  Fisher, UK) according to the
manufacturer’s protocol.

RNA Purification and RNA Gel

After IVT, RNA was purified using MEGAclear™
Transcription Clean-up Kit (Thermo Fisher, UK)
according to the manufacturer’s protocol. To access
the quality of the RNA, purified RNAs and the RNA
Millennium Marker Ladder (Thermo Fisher, UK)
were mixed with 2x RNA loading dye (Thermo
Fisher, UK) and incubated at 50 °C for 30 min to
denature the RNA. After purification, ScriptCap
m7G Capping System and ScriptCap Otransferase
(CellScript) was used to introduce a Cap 1 system.
Modified Nucleoside Triphosphates (NTPs) were
obtained individually from Trilink. Each NTP
concentration is maintained at 10nM. For example,
if 75% O-GTP was used it would contain 7.5mM O-
GTP and 2.5mM GTP. A 1.2 % agarose gel with 1x
NorthernMax Running Buffer (Thermo Fisher, UK)
was prepared. After incubation, the denatured ladder
and samples were added to the gel and the gel was
ran at 80 V for 45 min. The gel was then imaged on
a GelDoc-It2 (UVP, UK).

Cells and In Vitro Transfections

HEK293T.17 cells (ATCC, USA) were cultured in
complete Dulbecco’s Modified Eagle’s Medium
(DMEM) (Gibco, Thermo Fisher, UK) containing
10 % fetal bovine serum (FBS), 1 % L-glutamine
and 1 % penicillin-streptomycin (Thermo Fisher,
UK). Cells were plated in a 6-well plate at a density
of 1.08 x10° cells per well 48 h prior to transfection.
Transfection of saRNAs encoding different GOIs
and mRNA fLuc was performed using
Lipofectamine MessengerMAX (Thermo Fisher,
UK) according to the manufacturer’s instructions.

Flow Cytometry

Transfected cells were harvested and resuspended in
ImL of FACS buffer (PBS + 2.5 % FBS) at a
concentration of 1 x 107 cells /mL. 100 pL of the
resuspended cells was added to a FACS tube and
stained with 50 puL of Live/Dead Fixable Aqua Dead
Cell Stain (Thermo Fisher, UK) at a 1:400 dilution
on ice for 20 min. Cells were then washed with 2.5
mL of FACS buffer and centrifuged at 1750 rpm for
7 min. The cells that were transfected with a flLuc
RNAs were permeabilized with Fixation/
Permeabilization solution kit (BD Biosciences, UK)
for 20 min before washing them with 2.5 mL of
FACS buffer and centrifuging at 1750 rpm for 7 min.
Cells transfected with the fLuc RNAs were stained
with 5 pL of anti-Luciferase antibody (C-12) PE: sc-
74548 PE (Santa Cruz Biotechnology, US) while the
MDRI replicons were stained with 5 pL of PE anti-



human CD243 (ABCBI1) antibody clone 4E3.16
(Biolegend, US). After staining for 30 min on ice,
cells were washed with 2.5 mL of FACS buffer,
centrifuged at 1750 rpm for 7 min and resuspended
with 250 puL of PBS. Cells were fixed with 250 pL
of 3 % paraformaldehyde for a final concentration of
1.5 %. Samples were analyzed on a LSRFortessa
(BD Biosciences, UK) with FACSDiva software
(BD Biosciences, UK). Data were analyzed using
FlowJo Version 10 (FlowJo LLC, Ashland, OR,
USA).

Calculation methods

Data for post-capped (PC) mRNA with a ratio of
100:0 unmodified to nucleoside-modified bases will
serve as a basis for normalisation calculations.
Relative yield, Yg, for each respective nucleoside-

modification is thus calculated as:
Y
Yp = (€))
R YPC 100:0

Where Y is the yield and Yp( 1909 1S the yield for
post-capped (PC) mRNA with a ratio of 100:0
unmodified to nucleoside-modified bases.

The mRNA efficacy, E, was measured by the
luciferase expression in the transfected cells after 24
hours. The efficacy of the post-capped sample with
a 100:0 ratio of unmodified to modified bases,
Epc100:0» Was taken as a basis to measure relative
efficacy, Er, as shown:

E
Eg

 Epcio00 @
Effective yield, o, is calculated by multiplying the
relative yield and relative efficacy.

o =VYrEg 3)
The functional half-life of an mRNA was measured
by following the luciferase expression at 24h, 48h,
and 72h time points. Data is normalised to their
respective luciferase expression at an initial time of
24h, thus a fractional change in amount of mRNA
translated, and not an absolute change, is
considered.
The mRNA functional half-life is defined as the
amount of time it takes to reach 50% of its
maximum luciferase activity, as shown in Equation
4:
E

= 0.5 4)

max

Results

General overview

Data for five ratios of unmodified to nucleoside-
modified mRNA were collected: 100:0, 75:25,
50:50, 25:75, and 0:100. o-UTP, @-dGTP, ¢-GTP,
n-UTP, O-xTP (x=A, C, G, U), a-xTP (x=A, C, U,
T) was analysed but only ¢-GTP and U analogs
displayed improvements in effective yield when
they were incorporated into saRNA. Hence, they
were selected for further analysis. All five datasets
were available for the saRNA incorporated with o-
GTP but only the first four were available for O-xTP

(with the ratio 0:100 dataset being omitted). All
datasets include both uncapped and post-capped
saRNA. In the comparison of manufacturing yield,
efficacy yield and effective yield, values were
normalised relative to post capped at 100:0
unmodified to modified base to cancel out noise in
data provided.

Manufacturing yield
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Table 1. 2™ order polynomial coefficients for manufacturing
yield. y=ax*+bx+c, where y is the manufacturing yield and x is
the proportion of modified bases added

Capping O- a b c
ATP 0.136 0.65 0.523
Post CTP 20.055 0202 0.856
capped GTP -0.104 0.304 0.788
UTP 20.103 0346 143
ATP -0.167 0.64 1.65
CTP 0.135 0.572 1.187
Uncapped GTP -0.16 0.391 1.51
UTP 0 -0.0725 1.07

Across all samples, there is a greater manufacturing
yield for uncapped saRNA than for post-capped
mRNA, ranging from about 1.5 to 2 times more as
seen in figure 1 and 2. Independent of capping,
manufacturing yield of saRNA decreases linearly
with an increase in proportion of @-GTP
incorporated. A linear best fit line is plotted to
calculate the gradient, m, to find the rate of decrease
with respect to an increase in nucleoside



modification incorporated. This decrease is
strikingly more in mRNA incorporated with ¢-GTP,
where m = -0.389 for uncapped mRNA, with a peak
relative manufacturing yield at 1.94 when no
modified bases were added. For post-capped
saRNA, m = -0.206, and the highest yield was also
obtained when no modified bases were added. There
was no standard deviation for manufacturing yield
as only 1 data point was provided.

On the other hand, a second-degree polynomial
model was used to describe the concave trend of O-
xTP modified saRNA (Table 1) where the maximum
manufacturing yield was achieved at a 75:25 ratio.
The maximum relative manufacturing yield of O-
ATP, O-CTP, and O-UTP respectively are 1.41,
1.04, and 1 for post-capped and 2.31, 1.75, and 1.74
for uncapped. The incorporation of U-GTP resulted
in a general decrease in manufacturing yield.

Relative efficacy
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HEK293T.17
Capping Analog a b c
Post capped O-ATP 0.168 -0.4 1.21
O-CTP 0.113 0.24 1.141
O-GTP 1.09 -3.8 39
O-UTP | 0.183 0.42 1.26
¢-GTP | -0.505 2.69 -0.857
Uncapped O-ATP | 0.0015  0.026 0.06
O-CTP | 0.008  0.0007 0.09
O-GTP | 0.027 0.03 0.078
O-UTP 0.01 0.02 0.187
¢-GTP | -0.050  0.209 0.28
HELA
Capping Analog a b c
Post capped O-ATP 0.379 0.776 1.56
O-CTP 0.3 0.9 1.64
O-GTP 2.75 9.6 8.27
O-UTP 0.27 0.8 1.5
¢-GTP | -0.455 2.38 -0.68
Uncapped O-ATP | 0.0029 0.034 0.07
O-CTP 0.03 0.095 0.16
O-GTP | 0.0039  0.024 0.076
O-UTP -0.1 0.55 0.13
¢-GTP | 0.1189  0.601 0.039

The efficacy, as calculated from Equation 2, will
allow us to determine if the modification enhances
the translation of the saRNA in both HEK293T.17
and HELA cells. A high efficacy means that there is
large amount of translation of the saRNA into



antigens which would trigger an immune response
more effectively.

In general, efficacy of post-capped RNA is 5 to 17
times higher than uncapped RNA for O-XTP and 2
to 6 times for @-GTP in both HEK293T.17 and
HELA cells. This was especially clear at the 75:25
ratio where @-GTP has relative luciferase expression
of 0.61 in uncapped and 3.43 for post capped, a 6-
fold increase in HEK293T.17 cells. The
effectiveness of post capping was more drastic for
O-XTP in HEK293T.17 cells where a maximum of
16-fold increase in luciferase expression was
observed in 25:75 ATP to O-ATP ratio, where the
post capped relative efficacy was 2.27 as compared
to 0.14 in uncapped.

A ratio of 75:25 for GTP:@-GTP and a ratio of 25:75
for xTP:O-xTP were found to produce the highest
efficacy in both types of cells, as seen in Figure 6.
The maximum point and its respective modified to
unmodified base ratio is displayed in table 3.

Table 3. maximum relative efficacy for each nucleotides and the
respective optimal unmodified to modified base ratio

between modified base to relative efficacy is
represented in a 2" order polynomial as seen in table
2.
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Figure 8. Effective yield of ¢-GTP in HELA cells

Effective yield

g 8

1 o
L% % x %
100:0 75:25 50:50 2575

Maximum Peak
Cell Capping Analog effective .
. ratio

yield
HE293T.17 Uncapped O-ATP 0.14 50:50
O-CTP 0.22 75:25
O-GTP 0.4 75:25
O-UTP 0.29 75:25
¢-GTP 0.61 25:75
Post O-ATP 2.27 25:75
capped O-CTP 1.99 25:75
O-GTP 6.4 25:75
O-UTP 2.55 25:75
¢-GTP 3.42 75:25
HELA Uncapped = O-ATP 0.17 50:50
O-CTP 0.27 25:75
O-GTP 0.24 25:75
O-UTP 0.98 50:50
¢-GTP 0.9 75:25
Post O-ATP 4.69 25:75
capped O-CTP 2.87 25:75
O-GTP 14.4 25:75
O-UTP 2.56 25:75
¢-GTP 2.82 75:25

p-GTP

Incorporation of ¢-GTP during transcription results
in saRNA with superior translation ability. The
effective efficacy can be modelled using a 2™ order
polynomial which can be found in Table 3. An
average standard deviation (aSD) was 9% for post
capped and 35% for uncapped in HEK293T.17 cells.
The high average standard deviation of 31% and
46% for uncapped and post capped will affect the
reliability of the -GTP model’s prediction in HELA
cells.

O-xTP

O-xTP exhibits the most positive results, with the
results showing that 75% modified nucleotides
achieved maximum translation. The relationship

unmodified:modified base
% O-ATP uncapped OU-ATP post capped O-CTP uncapped

O-CTP post capped

% O-UTP uncapped

% O-GTP uncapped
OOU-UTP post capped

OU-GTP post capped

Figure 9. Effective yield of O-XTP in HEK293T.17 cells
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Table 4. 2" order polynomial coefficients for Effective yield.
y=ax’+bx+c, where y is the relative efficacy and x is the
proportion of modified bases added

HEK293T.17
Capping Analog a b c
Postcapped ~ O-ATP | -0.024  0.136 0.0655
O-CTP | -0.013  0.105 0.06
O-GTP | -0.048  0.267 -0.1
O-UTP | -0.012  0.072 0.23
¢-GTP 0.002 -0.21 1.01
Uncapped O-ATP 0.01 0.37 0.63
O-CTP | 0.006 0.151 0.85
O-GTP 0.75 -2.51 2.9
O-UTP 0.1 -0.18 1.08
¢-GTP | -0.236 1.05 0.54
HELA
Capping Analog a b c

Post capped O-ATP | -0.029  0.156 0.087
O-CTP | 0.023  -0.041 0.165
O-GTP | -0.042  0.191 0.0263
O-UTP | -0.224 1.08 0.104
¢-GTP -0.04  -0.002 1.042
Uncapped O-ATP | 0.099 0.57 0.575
O-CTP | 0.147  -0.335 1.214
O-GTP 0.5 -1.26 1.8
O-UTP | 0.172 -0.52 1.3
¢-GTP | -0.198  0.837 0.629

Table 5. Maximum point for each nucleotide and the respective
optimal unmodified to modified base ratio

Maximum Peak
Cell Capping Analog effective .
. ratio
yield
HE293T.17 Uncapped O-ATP 0.28 50:50
O-CTP 0.24 50:50
O-GTP 0.27 50:50
O-UTP 0.36 75:25
¢-GTP 0.76 100:0
Post U-ATP 2.26 25:75
capped O-CTP 1.56 25:75
O-GTP 5.01 25:75
O-UTP 1.93 25:75
¢-GTP 2.62 75:25
HELA Uncapped  O-ATP 0.34 50:50
O-CTP 0.34 25:75
O-GTP 0.24 75:25
O-UTP 1.48 50:50
¢-GTP 1.07 75:25
Post O-ATP 4.68 25:75
capped O-CTP 2.25 25:75
O-GTP 4.77 25:75
O-UTP 1.94 25:75
¢-GTP 2.16 75:25

Trends observed in the effective yield is similar to
that of relative efficacy where @-GTP achieved
maximum effective yield at 75:25 unmodified to
modified ratio while all the U analogs have a
maximum at 25:75 ratio. Furthermore, the graphs
also highlight the advantage of post capping where
@-GTP experience up to 4 times enhancement in
effective yield while U experience up to a 16-fold
increase in effective yield. Even though post capped

Discussion

has a lower manufacturing yield, it is multiplied with
a large relative efficacy which leads to a high
effective yield. The effective yield model for the
various analogues studied can be seen in Table 3.
¢-GTP substitution shows promising improvement
to the effective yield when 25% of the modified base
is incorporated, achieving 3.43 times the effective
yield of pure GTP saRNA in HEK293T.17 and 2.16
for HELA cells as seen in Table 4.

High levels of U-xTP substitution of ATP, CTP,
GTP and UTP into the saRNA gave positive results
with the maximum effective yield shown in Table 4.

Functional half-life
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Figure 12. Luciferase expression of mRNA incorporated with
O-xTP from 24 to 72h.

In general, luciferase expression decreases from 24h
to 72h. The functional half-life for both post-capped
and uncapped saRNA are similar for O analogs and
©-GTP modified bases; this trend is consistent
across both HEK293.T7 and HELA cells. There is
no clear trend between the amount of modified bases
added and the functional half-life of the mRNA.

Manufacturing yield



The linear decrease in manufacturing yield for o-
GTP could be explained using the kinetics of
initiation. The T7 RNA polymerase prefers
guanosine and sometimes adenosine as an initiation
site for transcription [13]. The failure to incorporate
¢-guanosine at the initiating or elongating position
due to poor groove interaction will result in low
yield. The N-7 and O-6 of GTP allows for correct
positioning of the nucleotide during initiation and
elongation. However, ¢-GTP, which has CH at
position 7, only retains part of the groove
interaction, thus it is not favoured over GTP. As the
proportion of @-GTP increases, the misinitiation
increases, resulting in less mRNA being synthesized
[14]. The concave trend in the manufacturing yield
as the percentage of U nucleotides increases is
caused by the distinct inhibition behaviour. The
slight increase in yield at 25% of U nucleotides
could be the effect of less steric hindrance [15] and
possibly competitive binding of the nucleotides.
However, as the O nucleotide percentage increases,
the modified nucleotide will hinder chain elongation
through a reduction of binding probability of other
nucleotide molecules, terminating the chain
prematurely and reducing the yield [15].

The lower post-capped yield when compared to the
uncapped yield is due to the low capping efficiency
which could be caused by insufficient incubation
time. This prevents all the RNA from undergoing
Oation. Furthermore, there could be the formation of
stable structures such as hairpins at the 5’ end that
obstruct the access of Otransferase or capping

enzyme [16].

Efficacy and effective yield

The cap structure present in all eukaryotic saRNA
consists of Cap 0, an N7-methylated guanosine
(m7G) moiety, linked to the first nucleotide of the
transcript via a reverse 5°-5’ triphosphate bridge. In
this research, an additional methylation on the 2’-O
position of the initiating nucleotide generates Cap 1
(m7GpppNm), where Nm denotes any nucleotide
with a 2’0 methylation, which serves to further
increase translation efficiency of the saRNA [16].
This cap protects saRNA from exonuclease cleavage
by 5’ exoribonucleases and acts as a unique
identifier for recruiting protein factors for pre-
mRNA splicing, polyadenylation and nuclear export
[17]. Ttis crucial in the initiation of protein synthesis
and it enhances the stability of saRNA during
translation as it establishes effective recognition by
eukaryotic translation initiation factor 4E (eIF4E)
[18]. In contrast, uncapped RNAs are more likely to
be distinguished as nonself molecular structures and
activate the innate immune system to produce
interferons, thereby preventing translation [18].
Incorporating ¢-GTP and U-xTP into the saRNA has
resulted in an increase in luciferase expression of
both transfected cell lines. This is because
nucleoside-modified mRNA is known to improve

translational capacity and stability as it diminishes
the induction of Type-I Interferons (IFN-I) through
the reduction of intracellular mRNA recognition by
TLR3, TLR7, and TLRS8 [19]. IFN-I play a central
role in initiating antiviral pathways which
programme the degradation of mRNA and inhibit
their translation, as well as interfere with the
generation of potent cytolytic T-cell responses,
thereby hampering vaccine efficacy [20]. o-
guanosine has shown to increase translational
efficiency and fidelity [21], while O-xTP play a
critical role in regulating gene expression [22].
However, there are two sides of the coin regarding
innate antiviral responses against mRNA vaccines.
In addition to the detrimental effects of IFN-I on
mRNA vaccines effectiveness, data is also provided
for the positive effects of IFN-I mediated activation
on an mRNA’s ‘self-adjuvant’ property, which
enhances immune response to an antigen. It is
crucial for mRNA vaccines to elicit an adequate
IFN-I response to effectively activate cytolytic
CD8+ T-cells [23], as the induction of antigen-
specific T-cell responses is necessary for successful
immunization. The absence of IFN-I response also
negatively impacts the ability to activate dendritic
cells (DCs) [19], a type of antigen-presenting cell
(APC) which processes and presents antigens on the
cell surface for T-cells to capture. Furthermore,
TLR7 signalling can also increase antigen
presentation. These contrasting data encourages the
need to strike a correct balance of IFN-I induction
through an optimal ratio of unmodified to
nucleoside-modified mRNA which the results in this
paper have presented. mRNA vaccines engineered
in this balanced manner will not only enhance
translational capacity, but also capture the adjuvant
effect required to improve overall efficacy.

Functional half-life

Changes in saRNA stability are reflected in the
amount of protein produced, thus it is expected to
see that the luciferase expressions over time
generally decrease as the mRNA available for
translation will naturally decay, with half-lives
ranging from just a few minutes to more than 24
hours [24]. Another possible explanation for the
decrease is that the limited availability of amino
acids in the cell cultures leads to an accumulation of
uncharged transfer RNAs (tRNAs), which bind and
activate General Control Nonderepressible 2
(GCN2) kinase to reduce translation [25].

While it may seem superficial to directly relate the
physical half-life of mRNA to the half-life of
luciferase expression, D. R. Gallie discusses this in
detail by differentiating the physical half-life of an
mRNA from its functional half-life, which is defined
as the time required to reach 50% of its maximum
luciferase activity [26]. The functional half-life for
both capped and uncapped mRNA in their paper



showed minimal difference in animal cells, which
corresponds to our results in HEK239T.17 cells.
Studies have shown that functional half-life of
mRNA depends on the ribosome spacing in the early
coding region of the sequence [27], or a combination
of specific sequence elements near the ribosome-
binding sites [28]. Research also shows that
incorporating modified nucleotides can affect the
stability of base pairs and change the secondary
structure of mMRNA, which regulates protein
expression through changes in functional half-life
[29].

Conclusions

An optimal ratio of unmodified and nucleoside-
modified saRNA found in this paper for several
nucleoside modifications invites more exciting
possibilities to further solidify our understanding on
mRNA and saRNA vaccines and engineer more
efficacious vaccines. The models developed can be
incorporated into the Quality by Design process for
vaccine development where the optimal ratio can be
used to reduce cost and time in producing a vaccine.
Performing multivariable analysis on the effects of
simultaneously incorporating multiple nucleoside-
modifications on vaccine efficacy would be an ideal
pathway to continue this research on. Due to the
highly complex interrelationships between the
kinetics of translation, degradation, activating
APCs, T-cell immune responses, as well as other
factors such as capping and nucleoside-
modifications, a data-driven approach may be more
suitable for the optimisation of vaccine efficacy.
Machine learning models will be able to better
predict an optimal ratio of modified to nucleoside-
modified RNA if given enough data, and possibly
even shed light on certain areas we have yet to fully
comprehend.
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TiO: Inverse Opal/rGO/CsPbBr3; Nanocrystal Composites for Improved
Photocatalytic CO2 Reduction

Adeoluwa Pearse and Aulia Rahmayanti
Department of Chemical Engineering, Imperial College London, U.K.

Abstract Titanium dioxide inverse opal structures (TIO) coupled with CsPbBr; nanocrystals and reduced
graphene oxide (rGO) were synthesised for the design of a novel S-scheme photocatalyst with improved CO,
photoreduction. Sol-gel method was used for TIO synthesis and high-energy ball milling for CsPbBr3 nanocrystal
synthesis. Characterisation of prepared samples included SEM, Raman, XRD, and UV-Vis diffuse reflectance
spectrometry. Photocatalytic activity was investigated with gas-phase CO, reduction reaction in a 115 ml stainless
steel reactor with a quartz glass window under simulated sunlight irradiation. It was found that there exists an
optimal loading of CsPbBr; on TIO structures, with the TIO/rGO/8mg exhibiting a high yield of 41 umol.g™! of
CO product within 2 hours, which was a nearly 5-fold enhancement compared to pure TIO. This study therefore
further expands on perovskite-based heterojunctions on inverse opal structures with rGO.

1. Introduction

The direct conversion of solar energy into chemical
fuels through photocatalytic reduction remains a
challenge in sustainable energy research, pre-
empting the need for better photocatalysts.
Photoreduction of CO,to CO in the presence of
semiconductors comprises the first step to this
conversion. Anatase crystalline titanium dioxide
(TiO2) has been investigated extensively as a
photocatalyst over the past 40 years owing to its
favourable properties: low cost, high stability, low
toxicity, good photocatalytic activity compared to its
other crystalline phases, and highly oxidizing
electron hole pairs [1, 2].

However, effective industrial-scale use of
TiO, in photocatalysisis hindered by rapid electron-
hole recombination and a large bandgap (3.2 eV)
that significantly limits solar energy utilization to
the UV-range (only 3-5% of total solar irradiation
energy) [3].

Much work has therefore been done over
the past 40 years to modify TiO, for slower charge
recombination and visible light activation, and to
discover new materials. Modification strategies
have included doping with metals and non-metals,
co-catalyst deposition, structural engineering,
heterojunctions, and carbon-based material
loading [4—6]. The tailored combination of these
strategies poses an interesting opportunity to design
better photocatalysts.

Photocatalytic activity of TiO, is affected
by structural properties like crystalline size, crystal
morphology, exposed lattice facets and surface
area and thus many forms of TiO, have been
investigated in literature. Of the 3D structures,
inverse opals have attracted interest for their ‘slow
photon effect’ that can enhance the absorption of
visible light when tailored to the edges of
semiconductor bandgaps, in addition to enhanced
surface area and faster electron transmission [7, §8].

Further improvements are achievable
through forming heterojunctions between TiO, and

smaller bandgap semiconductors, such as ZnO, g-
C3N4, CdS and Bi;MoOg [9]. Over the past decade,
halide perovskites have generated great interest due
to the rapid improvement in quantum yield, facile
and cheap synthesis, long charge carrier lifetimes,
high absorption of UV light and tuneable
bandgap [10-12]. Recently, nanocomposites of
TiO,/CsPbBr;have been synthesised with various
morphologies in S-scheme heterojunctions, such as
core/shell structure or CsPbBr; nanocrystals (NCs)
on mesoporous TiO, [10, 13]. Studies on
CsPbBr; NCs on inverse opal structures however
remain limited and are not yet fully explored.

The addition of carbon-based sheets such
as graphene or reduced graphene oxide (rGO) to
photocatalysts is commended for improving
photocatalytic activity due to its super-high surface
areas, incredible charge transport properties for
electron-hole separation, increased visible light
absorption, increased CO, adsorption through 7-7t
conjugation, and activation of CO, molecules for
reduction [5, 8, 14]. A common method of
integration seen in literature is to deposit TiO:
nanoparticles and other co-catalysts onto graphene-
based sheets [15] however only few recent studies
have reported CO, photoreduction through
incorporation of rGO onto TiO; inverse opal (TIO)
structures|8, 16]

Herein, we investigate a new photocatalyst
nanocomposite for CO,reduction through the
synthesis and characterisation of TiO,inverse opal
structures  with  CsPbBr;  NCsnanocrystals
and rGO as a charge carrying enhancer in the S-
scheme heterojunction.

2. Background
2.1 Photocatalytic Mechanism

2.1.1 Semiconductor Catalysts

Semiconductor catalysts function through the
promotion of an electron from a valence band (VB)
to a conduction band (CB). If light incident on the
catalyst has energy greater than or equal to the band
gap energy of the difference in the VB and CB, then



VB electrons absorb energy and are promoted to an
excited state in the CB. This leaves a positively
charged ‘hole’ in the CB. Excited electrons can
catalyse reduction reactions while the holes can
catalyse oxidation reactions. However, excited
electrons can also fall back to the hole in the VB in
a process called hole recombination [1].
Recombination should be suppressed to ensure as
many electrons as possible participate in reduction.

2.1.2 S-Scheme Heterojunction
Heterojunctions allow materials with different
bandgaps to interact and produce a composite that
can perform a previously unattainable desired
catalysis or outperform a single material alone. For
the pairing to function, one material (often metal
oxides e.g. WO3) must satisfy the conduction band
requirement for the reduction reaction and the other
must satisfy the valance band requirement for the
oxidation reaction [1]. Each of the two materials can
therefore straddle one boundary condition, rather
than one material being called upon to do so.
S-scheme heterojunctions, similar to direct
Z-scheme, consist of two semiconductors, the one
with the more positive CB called the reduction
photocatalyst (RP) and the one with the more
negative VB called the oxidation photocatalyst (OP)
(Figure 1(a)). Excited electrons in the CB of the OP
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Figure 1. Schematic of the S-Scheme Heterojunction

combine with holes in the VB of the RP rather than
holes in the VB of the OP (shown in Figure 1(b)).
This leaves holes available for oxidation catalysis in
the VB of the OP with the lowest electronic
potentials. Due to the OP-RP recombination, high-
potential electrons in the CB of the RP do not
recombine with holes and are available for
catalysing reduction reactions. The preservation of
high potential electrons and low potential holes
results in as strong a redox potential as possible and
facilitates the photoreduction of CO; to CO — a
reaction which is normally difficult due to the multi-
step mechanism and large thermodynamic barrier
[17].

The recombination of electrons in the CB
of the OP and holes in the VB of the RP is driven by
three main mechanisms: the electrostatic attraction
between positive holes and negative electrons, the
induced electric field, and the shifting of the Fermi
levels [17]. The induced electric field is due to a
phenomenon occurring when two photocatalysts are
in contact and electrons diffuse from the RP to the
OP, causing the formation of a positively charged
‘electron depletion layer’ on the RP and a
corresponding  negatively  charged  ‘electron
accumulation layer’ on the OP. To neutralise this
charge separation, there exists a pull for the
electrons to return to the RP (where they can
annihilate the holes). This mechanism is the shifting
of Fermi levels (illustrated in Figure 1(c)). The
Fermi levels of the OP and RP try to become closer
as the materials are in contact, bending the VB of the
RP and the CB of the OP closer to each other and
easing the electron-hole recombination.

TiO; has a band gap of 3.26 eV (from -4.20
eV to -7.45 eV) and CsPbBr; has a band gap of 2.40
eV (from -5.85 eV to -3.45 eV) [18]. Therefore, in
this study, the reduction photocatalyst would be the
CsPbBr; and the oxidation photocatalyst would be
the TiO,.

2.2 Inverse Opal and Slow Light Effect

Photonic crystals of TiO, in their inverse opal form
have highly ordered, periodic pores of often
nanometre-scale diameter, promoting gaseous
diffusion [19]. The propagation of certain
wavelengths of light are forbidden deeper within
these structures because of coherent Bragg
diffraction. This causes the existence of ‘stop-
bands,” where certain ranges of wavelengths are not
transmitted but reflected with increased path lengths
through the material. For photons with wavelengths
at the edges of these stop-bands, slow photon effects
occur where photons propagate at greatly reduced
velocities in solids and have an increased chance of
being absorbed via the excitation of electrons from
the VB to the CB. By varying pore diameter, tuning
of stop-bands is achievable [19]. Matching this to
the electronic bandgap of a semiconductor or co-
catalyst can increase the material’s absorbance and
in turn, the number of generated electron-hole pairs,



enhancing photocatalytic activity [2, 20, 21]. As the
visible light utilisation of TiO, is targeted and
CsPbBr; absorbs within the visible range, the tuning
of TIO stop-bands to the CsPbBr; bandgap is can
proomote photocatalytic activity. TiO, inverse opal
structures are therefore further explored here with
CsPbBr; nanocrystals.

The stop band position for TIO structures
can be calculated using Bragg’s Law:

2DV2
Amax = W

Where, 1,4y is the stop band position for 1% order Bragg
diffraction, D is 10 pore size, nrjg,and n,; are refractive
indices of the materials (2.5 and 1.0003 respectively), f is
volume fraction of TIO (0.26 for FCC geometry) and 6 is
incident angle of light which is taken as 0° for these
experiments [22].

nrio,2f + Mair?(1 — f) —sin? 6 (1)

2.3 Influence of rGO

Reduced graphene oxide is a beneficial addition to
semiconductor catalysts, due to the fact that it is a
good conductor and able to transfer electrons away
from where they might recombine with holes. This
is due to rGO’s large specific surface area, which
aids in this charge separation. One study suggested
the electrons were redirected into the metal
nanoparticles where co-catalysts are used [23].
Though metal nanoparticles (Au, Cu or otherwise)
are not being used here, the charge separation
properties of rGO will still benefit the reaction.

rGO is also able to adsorb and activate CO»
molecules, as was previously discussed. There is
also evidence that it increases the selectivity of the
CO; reduction reaction [24], and due to CO;
reduction being the investigated reaction the
inclusion was rGO was thought to be beneficial.

One study suggested that the inclusion of
graphite sheets placed on top of the perovskite
benefitted the reaction as the holes were transferred
into the graphite layer [25], reducing the amount of
electron-hole recombination.

3. Methodology

3.1 TiO2 Inverse Opal (I0) Structure
Synthesis and rGO Infiltration

5 ml of Titanium Isopropoxide precursor was mixed
with 47 ml of ethanol. 2 ml of 37% HCI was then
added and the whole stirred for 30 minutes. Pre-
prepared colloidal polystyrene spheres of 380-400
nm on glass slides were dipped for 1 minute in this
precursor solution and were left to dry in air for 24
hours [26]. The samples were then placed in an oven
to calcine in air for 3 hours at 500 °C (ramp rate =
2 °C.min") and left to cool in overnight to form TIO
slides.

An aqueous solution of graphene oxide pre-
prepared via Hummer’s modified method was

exfoliated for 24 hours prior to each use. For rGO
deposition, the TIO slides were first submerged in a
0.5 g.1" solution of poly-allylamine hydroxide for 2
hours. The slides were then washed with deionised
water before being submerged in the rGO solution
for 5 hours, after which the slides were calcinated in
a furnace at 500 °C for 3 hours under nitrogen flow.

3.2 CsPbBr3 Nanocrystal Fabrication
CsPbBr; nanocrystals (NCs) were manufactured
using a high energy ball mill method at atmospheric
conditions [27]. 0.212 g of CsBrand 0.367 g of
PbBr; (i.e. 1 mmol of each substance) was added
into a zirconia ball mill with 164 ceramic balls and
milled at 500 rpm for 5 minutes. 0.1 ml of oleyl
amine was added before returning to the ball mill at
500 rpm for 20 minutes. The ball mill was then
washed with toluene to form a suspension of the
NCs in toluene. The solution was centrifuged at
5000 rpm for 10 minutes and the NC supernatant
decanted and collected, discarding the residue.

Three NC solutions were prepared in this
manner. To determine each solution’s concentration,
the mass difference before and after the evaporation
of 1 ml of each solution was taken.

To incorporate NCs to the TIO-rGO slides,
various concentrations of NC solutions were
prepared. An equivalent volume containing a
desired mass of NC (2 mg, 4 mg, 8 mg and 16 mg)
was added to a beaker and solution was then made
up with toluene to 25 ml in total. TIO/rGO slides
were submerged in these NC solutions for 2 hours
and left to dry in a vacuum oven
overnight. Henceforth, samples synthesised with
NCs shall be referred to by their mass loading in the
25 ml toluene solution, most fully as TIO/rGO/2mg
NCs or more simply as what was added to the TIO,
i.e. tGO/2mg.

3.3 Photocatalytic Reaction

Fully synthesised samples were placed on a pedestal
in a specially made 115 ml stainless steel reactor
with quartz glass window, with 2 ml of deionised
water injected at the base. The reactor was purged
with CO; at a flowrate of 40 ml.min"' for a minimum
of 1 hour. Next, the CO; flowrate was changed to 3
ml.min"!, whereupon gas chromatography was run to
ensure the O, peak was less than 10,000 uV. Then
the reactor was isolated from the system and a hot
plate activated for 20s to evaporate some of the
water in the reactor. A Xenon 500W lamp was then
turned on and positioned 40cm above the window to
ensure the illumination of the entire catalyst surface.
The reaction was then left to progress for two hours,
after which the lamp was switched off. The valves
were opened to allow the throughflow of reacted
gases to a Shimadzu gas chromatographer to
determine the yield of CO.



3.4 Characterisation

The morphology of synthesised structures was
inspected with scanning electron microscopy (SEM)
using a Zeiss Leo Gemini SEM (EHT = 5.00 kV,
WD =5.2 - 6.6 mm, Signal A = InLens).

Raman spectra was obtained using a
Senterra II confocal Raman spectrometer under 20x
magnification and 785 nm laser excitation over a
wavenumber range of 50-2500 cm™'.

X-Ray Diffraction (XRD) measurements
were performed using a PANalytical X Pert Pro
Diffractometer (Ni-Filtered Cu Ka, I=1.54 A) at 40
kV and 40 mA. The 26 range was 10°—40° and steps
of 0.05° were used. To fit and subtract the baseline,
Highscore software was used to analyse the
diffractograms.

For the Ultraviolet-Visible (UV-Vis)
diffuse reflectance spectroscopy (DRS), a Shimadzu
spectrometer was used over 1100-200nm range at
medium scan speed for CsPbBr; NCs suspensions
diluted in cuvettes with toluene and measured
against a pure toluene standard. Transmittance was
assumed negligible for the opaque samples. For
solid photocatalyst samples, DRS was measured
between 200-850 nm range against a standard of
BaSO,.

4. Results and Discussion
4.1 Scanning Electron Microscope

Figure 2. SEM images of (A1) TIO/rGO at 16.92k magnification
and (A2) 104.7k magnification; (B1) TIO/rGO/4mg at 9.46k
magnification and (B2) 98.17k magnification; (C1) TIO/rGO/
8mg at 9.46k magnification and (C2) 104.49k magnification.
Scale bar equals 2 pm (Al, B1, C1) and 200 nm (A2, B2, C2)
respectively

Figure 2 shows the SEM images of TIO/rGO,
TIO/rGO/4mg and  TIO/rGO/8mg  samples
synthesised via the colloidal crystal template and

sol-gel method, highlighting the structural features
of TIOs with rGO and NCs of various mass loading.
As seen from the SEM, regular hexagonal structures
that are characteristic of inverse opals have been
successfully synthesised. The inverse opal (IO)
structure has an average pore diameter of 300 nm
and were made with 380-400 nm PS spheres,
therefore undergoing up to 25% shrinkage in pore
size from the calcination. The 1O structure exhibits
some non-regularity in opal shape and cracking at
the 200 nm and 1pm bar scale. Lower magnification
showed larger cracks that segment the TIO into
approximately 40 X 100 pm grid-like domains.
These large cracks may be attributed to uneven
infiltration of precursor solution into polystyrene
sphere templates, that often disrupt the colloidal
template structure and forms multiple domains [28].
Further, smaller defects can be explained by non-
regularity of templates, uneven hydrolysis of
precursor and stresses applied during the calcination
step due to significant pore shrinkage. All TIO/rGO
nanocomposites have smaller, somewhat irregular
pores visible and extending deeper into the IO
structure. Irregularity is likely because PS spheres
had not been partially sintered prior to infiltration —
a technique that normally strengthens the template
structure [29] — which limits continuity of pores and
weakens 10 structure in the calcination step. This
points to the importance of good template
preparation in synthesis of high-quality 1Os.

It has been reported that nanocomposites
with rGO benefit from good transparency, and SEM
images of TIO/rGO nanocomposites with 500nm 1O
pores obtained by Boppella et. al. [16] do
demonstrate transparency and homogeneity. Large
areas of rGO are visible on the surface of the
TIO/rGO only sample as seen in Figure 2(Al),
however are not seen in other samples of
TIO/rfGO/HP NCs, pointing to uneven distribution
of rGO. Additionally, rGO exhibits limited
transparency and deeper layers of the macroporous
structure are not visible through the rGO layer.
Rather, some areas of rGO appear to block TIO
pores suggesting that gaseous diffusion and incident
light that could have entered deeper into the
structure was limited to an extent. Although the GO
synthesised had been exfoliated for 48 hours post-
synthesis and for an additional 1 hour prior to any
use, the thickness of rGO layers deposited and lack
of transparency suggests the need for smaller-sized
rGO precursors during synthesis for the smaller pore
sizes (200nm) of IO that has been made here.
Alternatively, Huo et. al [8] achieve homogenous
distribution of transparent rGO on 250 nm pore-size
TIO via ultrasonication of powder in rGO solution
followed by membrane filtration and calcining,
however this is a more complex method of
separation compared to the thin film deposition
employed here.

There is little visible difference in thickness
of TIO wall structures when comparing the SEM



images of TIO/rGO/4mg and TIO/rGO/8mg
samples, as seen in Figure 2(B2) and Figure 2(C2)
This indicates that deposited CsPbBr; NCs are
significantly smaller than the characteristic width of
the TIO wall structure that is approximately 40 nm.
Indeed, according to the method of Wang et al. [27]
CsPbBr; NCs synthesised by high energy ball
milling have a mean size of 9.25 nm £ 0.8 nm which
supports our observations. When inspected closely,
some agglomerated NC particles can be seen,
however are difficult to distinguish based solely on
the SEM alone.

4.2 Raman Spectroscopy
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Figure 3. Raman Spectra of samples a) TIO, b) TIO/rGO, c)
TIO/rGO/4mg, d) TIO/rGO/8mg, e) TIO/rGO/16mg(a), f)
TIO/rGO/16mg (b), g) TIO/4mg and h) TIO/8mg

Raman spectroscopy of samples was undertaken to
confirm the synthesis of TiO; in the 1O structure and
to attempt the identification of rGO on samples
where large rGO layers were not clearly visible on
the SEM. Figure 3 shows the Raman spectra
obtained. Peaks characteristic of anatase TiO, were
observed in every sample, with the strong peak at
146 cm™ (Eg1) caused by O-Ti-O symmetric
bending vibrations, and those at 197 cm™! (Eg(2)), 396
cm! (Big), 515 em! (A1) and 637 cm™! (Eg3)) caused
by Ti-O-Ti bending [8, 30].

An additional peak observed at 71 cm™! on
the TIO/rGO/4mg and TIO/rGO/16(a) and (b)
samples may correspond to the vibrational mode of
the [PbBrs]* octahedron and motion of Cs* cations
as reported by Chen et al. and other studies on micro-
Raman characterisation of CsPbBr; NCs [31]. The
reason why this peak may not be prevalent for other
CsPbBr; NC-containing samples may be due to the
highly space-sensitive nature of sampling done with
Raman spectroscopy and the fact that measurements
are collected from specific points of the visible
microscopic image as opposed to measuring across
a larger area. If the deposition of NCs on the TIO
structure is highly localised and not evenly

distributed, some measurements may come upon the
domain of CsPbBr; NCs and others may not.
Improved consistency may be attained by altering
the sampling method with a much greater number of
randomly distributed Raman measurements, or by
finding aggregates of CsPbBr; NCs, although the
<10 nm nature of the NCs would pose a challenge
for this. Micro-Raman spectroscopy would be
beneficial to obtain low-wavenumber regions for
additional identification of CsPbBr3; peaks, however
other characterisation methods such as UV-Vis
proves to be sufficient to confirm the presence of
CsPbBr; NCs as discussed in the next section.

It is of note that the characteristic D (1346
cm') and G (1594 cm™) [32] peaks of rGO are not
clearly seen due to significant glass interference
between the 1000-1800 cm™! ranges [33], however
some samples did exhibit a peak at 1594cm™! despite
this (samples (d) and (e) of Figure 3) possibly
indicating the presence of rGO. Intensity of glass
interference varies across samples, which may
correlate with the degree of large cracking of TIO
domains that would expose more glass. Additional
Raman measurements on fused quartz slides as
opposed to microscopic slides and better uniformity
of TIO via a crack-free synthesis method would
reduce glass interference, however this was not
achievable within the limited timeframe.

4.3. Ultraviolet-Visible Spectroscopy
(UV-Vis)

Figure 4(a) shows that with the addition of the
CsPbBr; NCs, there is increased absorbance
(inferred from the decreased reflectance) between
370 — 530 nm. As the range of visible light is from
380 — 700 nm, the samples can effectively absorb
over about half of the range of visible light. The
addition of rGO alone appears to have improved the
absorbance over most of the range, but not as
dramatically as the NCs did. All the samples with
NCs show a characteristic minimum at around 530
nm, which corresponds to the expected peak for
CsPbBr; based on calculated bandgap. Using
Equation 1 with pore diameter of 300nm, a stop
band of 750nm is calculated; within the reflectance
spectra, the observed maximum in reflectance
occurs at approximately 680nm and this reduced
peak can be due to lower-than-expected solid
volume fraction value f, due to dilution and
condensation of precursors. Slow light effect
absorption at the edge of this bandgap (500-600nm)
is additionally seen [34].

Of all the samples, rtGO/4mg displayed the
greatest absorbance (i.e.the lowest percentage
reflectance). Sample rGO/16mg(b) displayed better
absorbance below about 460 nm but rGO/4mg had a
more uniform absorbance after the initial drop. The
next best sample was the rGO/8mg and the sample
with the least absorbance was the rGO/16mg(a)
sample. Though the spectrum curvature per sample



remains the same, variances in the strength of
absorption between samples may be due to variances
in batches of CsPbBr; NCs used for different slides,
as shown by the inset of Figure 4(c).

Figure 4(b) displays how the reflectance
varies with or without the addition of rGO and
shows that for both the 4mg NC and the 8mg NC
samples, the absorbance was increased with the
addition of rGO, though less dramatically so for the
8mg sample. In fact, the reflectance of 4mg NC
proved to be comparable to adding rGO alone,
though lacking the characteristic peak of CsPbBrs.
Conversely to Figure 3(a), the TIO/8mg NC slide
displays better absorbance than the TIO/4mg slide,
suggesting that the addition of the NCs does indeed
improve the absorbance, which is now more clearly
visible due to the absence of rGO.
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Figure 4. UV-Vis reflectance spectra of (a) TIO, TIO/rGO and all
the rGO/NG slides and (b) the comparison of the 4mg and 8mg
samples with or without rGO and (c) Tauc plot of CsPbBr; NC 1
mg.ml” liquid sample, with inset of the absorbance spectra of
obtainable liquid samples

The insert in Figure 4(c) shows the spectra
for the liquid CsPbBrs; solutions. Three solutions
were run, but these do not correspond to the three
solutions mentioned earlier. Three solutions were
prepared due to the need to do more experiments.
The first solution produced about 25ml of solution,
and this was subsequently found to not be enough
for the desired number of experiments. The resulting
three CsPbBr; solutions had concentrations of 1
mg.l"', 2 mg.l"!' and 2.5 mg.l"!, designated solutions
1,2 and 3, respectively. Unfortunately, in the course
of the experiments solution 2 was completely used
up, meaning there was not enough left to perform
ultraviolet-visible spectroscopy on. Therefore, the
first and third solutions were the only ones analysed.
Solution 1 was analysed twice (the black and grey
curves) with the second sample (the grey curve)
being measured out with a more precise measuring
tool.

The major graph of Figure 4(c) shows the
Tauc plot of the 1 mgml! NC liquid sample.
Superimposed on it is the absorbance spectra of the
three measurements for the liquid solutions. The
Tauc plot was plotted according to the method
outlined in Johannes et al. [35]. The value for the
exponent was taken as being ', i.e. the value
corresponding to direct allowed transitions. The
band gap of CsPbBr3; was experimentally determined
to be 24 eV, a value corresponding with the
literature values of 2.374 eV [36].

4.4 X-Ray Diffraction (XRD)

Figure 5(a) shows the XRD spectrum for
the rGO/4mg NC sample. The spectrum shows a
small CsPbBr; peak at 26 equals 15 degrees.
CsPbBr; peaks (purple dots) can also be seen at 26
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Figure 5. The X-ray diffraction pattern of (a) the rGO/4mg
NC sample and (b) the 4mg NC sample



equals 21, 31, 34 degrees. Despite the noise, the
spectrum shows a TiO, peak (black dots) at 20
equals 25 degrees. The TiO, peak at 38 degrees is
also clearly visible, while the peaks at 49 degrees
and more so the peak 55 degrees are just barely
discernible from the surrounding noise. Given that
both CsPbBr; and TiO, have peaks 26 equals 38
degrees, it is unknown which produced the peak
shown on the spectrum, or indeed if the peak
represents combination of both.

Due to the noise, it is unclear whether there
are any rGO peaks in the sample. There should be a
small peak at 2 theta equals 43 and while there
appears to be one, it cannot be determined whether
this is due to the presence of rGO or due to the
surrounding noise. There should also be a broad
peak at about 2 theta equals 23, but that is not visible
on this spectrum.

Figure 5(b) shows the XRD spectrum for
the 4mg NC sample. Due to the fact that it has more
noise than Figure 5(a), its peaks are less discernible.
Most of the samples have a lot of noise so the peaks
are not especially clear. This is likely due to the
small amount of sample present on the slides, so
most of the signal was coming from the glass slide.
The XRD machine was set to take measurements of
between 8 and 15 minutes, though if longer times
were used (e.g. 1 hour) the peaks would be clearer.

Finer characterisation of the NCs would be
beneficial where more resources and time were
available, for example, X-ray Photoclectron
Spectroscopy (XPS) to indicate the bonding of the
NCs to the TIO or to the rGO; transmission Electron
Microscopy with Energy Dispersive X-ray
Spectroscopy (TEM-EDS) to confirm the
homogenous dispersion of CsPbBr; nanocrystals
and rGO.

4.5 Photocatalytic Reduction of CO; to
CO

Figure 6 shows that there is a general positive
correlation between the amount of CsPbBr; NCs and
the CO yield. The clear optimum is the
TIO/rGO/8mg NC sample, which had the highest
CO yield of all the experimented samples producing
41 pumol.g™! within 2h of light irradiation, which is a
S5-fold improvement from base TIO. This in
concordant with previous investigations, for
example a study which investigated the effect of
CsPbBr3; NCs on porous g-C3;Nj that concluded the
CO yield increases with the addition of more
CsPbBr; NCs but only up to an optimum point, after
which it declines [10, 37]. This can be explained by
excess CsPbBr3 causing competition in light
absorption with the TIO.

Initially, it was speculated that the 16mg
sample had been overheated during the reaction,
potentially decomposing the catalyst, and
disallowing it to perform optimally. However, when
a second 16 mg sample was prepared (designated

16b) it yielded an even lower value of CO. This is
due to the fact that simply performing one
experiment per specification may lead to
experimental error and inaccuracies as there is no
way to tell which samples may be anomalies.
Therefore, repeat experiments would need to be

carried out so that the CO yield for the repeat
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Figure 6. The yield of CO produced from the photocatalytic
reduction of CO, as the inclusion of rGO and the CsPbBr; NC
concentration is varied

The addition of rGO greatly worsened the
CO yield for the 4mg sample but greatly improved
the yield for the 8mg sample. This could be due to
the high rGO/8mg value but considering that the
8mg did not even outperform the rGO/4mg, it
probably would not have outperformed a
lower rGO/8mg sample. This variation in whether
the addition of rGO supports or inhibits CO yield
could be due to the way the rGO solution was
prepared or uneven distribution of rGO. The
machine used to prepare the rGO flakes is optimised
for large flakes, due to the other processes that this
machine is required to be used for.

In an attempt to combat this,
the rGO solution  was sonificated for 48 hours
before being first used in order to further its
breakdown into smaller flakes. It was also
sonificated for at least an hour before each
subsequent use. However, this seems to not have
been enough to break down the rGO to a size where
it could infiltrate the inverse opal structure. rGO
effects may inhibit light from reaching the inner
layers of TIO and perovskite and thus potentially
inhibiting rather than supporting the reaction [5].
Improvements could involve modifying GO
synthesis method for smaller flakes for smaller pore
sizes, not yet attempted here.

5. Conclusion

Titanium dioxide inverse opal structures were
successfully synthesised with sol-gel method.



Additionally, the deposition of rGO and CsPbBr;
nanocrystals onto TIO varying the mass loading of
CsPbBr3; in the infiltrating solution was undertaken.
The nanocomposite photocatalyst was then
characterised and tested for photoreduction efficacy,
confirming the synthesis of mostly anatase titanium
dioxide and demonstrating increased visible light
absorbance of CsPbBr; loaded samples.

Nearly 5-fold improvement in CO yield is
observed for the optimum sample synthesised within
this study (TIO/rGO/8mg) compared to bare TIO
indicating increased light harvesting and
photocatalytic improvement with formation of the
heterojunction with CsPbBr;. In addition, some
increased visible light absorbance is demonstrated in
UV-Vis measurements, attributed to the inverse opal
photonic bandgap and slow light effects.

Results of varying CsPbBr; loading
suggests there is an optimum loading value of
CsPbBr3 due to competition in light absorption when
overloading. Based on our results, a higher CsPbBr3
loading may be needed for optimum performance
with rGO compared to without rGO however due to
experimental uncertainty this requires further
investigation.

It is suggested that difficulty in obtaining a
transparent layer of rGO may hinder reaction and
reduces photocatalytic effectiveness due to light and
pore-diffusion blocking, as it was observed that
large layers were deposited on top of instead of
within the IO structure and there is uneven rGO
dieposition. Smaller GO flakes as a precursor would
therefore need to be used for smaller pore sizes.

Moving forward, several repeat readings
would need to be taken for the experiments to
improve experimental uncertainty, especially for
photocatalytic and Raman measurements.
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Microcapsule formation through the drying of colloidal suspensions
using acoustic levitation
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Abstract

This document presents an investigation into the use of acoustic levitation to form microcapsules from silica
nanopatrticles (Ludox) and salt solutions. The drying regimes of these systems were investigated with optical mi-
croscopy and the resulting capsules were observed with Scanning Electron Microscopy to determine their surface
morphology and internal structure. This study deduced a clear relationship between the concentration of colloidal
suspensions within the mixtures, the drying profile and capsule structures; with higher concentrations of colloidal sus-
pensions resulting in faster drying rates and smoother structures with higher aspect ratios (non-spherical shapes).

Introduction

weral s w

~@®>®->0
et N

[* iz Mgy

~—

Fig. 1 Schematic illustration of droplet drying with acoustic
levitation

Micro-capsules are useful in a wide range of areas
which require specialised containers to protect, transport
and deliver active, encapsulated materials, e.g. small
molecules therapeutics. They are employed in fields
such as drug delivery, paints & coatings and catalysis. "4
The shape, surface morphology and internal structure of
these capsules can be designed to impart different func-
tions such as large cargo capacity and tuneable release
properties.” Due to the wide industrial applications of
micro-capsules, understanding the mechanisms that gov-
ern micro-capsule formation and their optimisation is a
thriving and exciting area of research.®

Traditionally, micro-capsules have been fabricated
from ‘bottom-up’ synthetic techniques e.g. dispersion
polymerisation or solvent removal from bulk emul-
sions.”® More recently, techniques that combine the
principles of microfluidics and directional solidification

have been utilised to form precise capsules with pre-
scribed release profiles related to the capsule internal
microstructure.? For capsules formed by a solvent re-
moval and directional solidification process, the capsule
shape, size and internal structure are determined by the
input mixture thermodynamics and the dynamic drying
pathway undertaken.® Spray drying is the most com-
mon technique employed industrially to produce these
capsules due to the throughput and versatility of the pro-
cess to produce a variety of capsule structures.!! Param-
eters such as temperature, pressure, feed flow rate and
atomiser size can be optimised in the production process
to meet different capsule specifications.1? Additionally,
spray drying can be operated as a batch and continuous
process. 13

For experimental evaluation of the drying of single
droplets a spray dryer is impractical due to the droplets
travelling at high velocities and fast drying times.14 Al-
ternative strategies, such as the glass filament technique,
are employed.1> However, acoustic levitation is being
increasingly investigated as a potentially stronger tech-
nique to facilitate precise control over the formation of
micro-capsules as it removes the need for mechanical
contact between the droplet and the apparatus.® Since
droplets are suspended in mid-air, drying can occur from
all sides and the resulting capsules will be less hemi-
spherical in nature.!” Additionally, since the droplet is
stationary it allows for pseudo-spray drying to be per-
formed under a range of conditions in the laboratory.
Acoustic levitation works by producing a standing wave
between two surfaces; either by a transmitter and reflec-
tive surface, known as a Langevin Horn, or two emitting



surfaces, known as a single-axis levitator.1%12 Within the
acoustic field a series of nodes is formed due to regions
of constructive and destructive interference.?? A droplet
is able to be suspended within the nodes of the system
with the gravitational force acting on the droplet being
balanced by the vertical oscillatory pressure of the acous-
tic force. %!

Experimental Procedure

Fig. 2 Schematic illustrating the experimental set-up for
the drying process including the camera to record the drying
(shown on the left), the light source to ensure the images
recorded are clear (shown on the right), the levitator with a
depiction of the acoustic waves it emits and the droplet at the
center

System

For this investigation micro-capsules were made of Lu-
dox colloidal silica, which was selected as the ma-
terial of choice due to its well established chemistry
which includes thermodynamic stability at room temper-
ature, low toxicity, and most importantly it forms sta-
ble colloidal suspensions in various conditions and mix-
tures.?2724 The Ludox AS-40 colloidal silica was sourced
from Sigma Aldrich; 40% (w/w) suspension in H,O;
with average molecular weight 60.08 g/mol. Our sol-
vent of choice was water due to its thermodynamic sta-
bility, ability to carry colloidal silica suspensions, and
its ability to evaporate at a relatively slow rate at room
temperature - which is crucial to examine micro-capsule
formation.% Distilled Water obtained from filtration sys-
tem sourced from ThermoFisher Scientific - Nalgene lab-
ware. Sodium Chloride (NaCl) was selected to form
ternary mixtures due to its ability to screen the surface
charges on colloidal silica; providing the ability to tune
the mixture thermodynamics and inter-particle interac-
tions. 2927 NaCl was sourced from VWR Chemicals with
average molecular weight 58.44 g/mol. Binary solu-
tions of Ludox with distilled water as solvent were used
in Binary solutions with the concentrations (w/w) 1%,

5%, 10%, 20%, 30% and 40%. Salt (NaCl) was added
to these mixtures to create ternary solutions with salt
concentrations varying between 0.1%, 1% and 2%. So-
lutions were prepared gravimetrically to the concentra-
tions using a balance - sourced from Balance Technology.

Experimental Setup

The acoustic drying process is very sensitive and can
be influenced by minute changes in temperature, pres-
sure, humidity and air flow around the system which
may knock the droplet out of place.?’ To mitigate this
the acoustic levitator was placed in a humidity controlled
chamber, which allowed for precise control of these pa-
rameters. The temperature was set to 25°C and the hu-
midity was set to 50%. The closed chamber also allowed
for control of air flow around the acoustic levitator.

Droplets of the samples were injected with syringes
into the central node of the acoustic levitator. The
droplets were aimed to be as small as possible to pre-
vent them from overlapping between regions of con-
structive and destructive interference as this would cause
the droplets to vibrate violently until a stabilisation point
is reached or until the droplets are ejected from the sys-
tem. The droplets were backlit using a Thorlabs LED
fitted with an Olympus condenser lens and images were
acquired using a Mitutoyo 5X infinity-corrected objective
and Basler acA2040-90uc camera; recording snapshots
at 1 frame per second and yielding a spatial resolution
of 1.10 um/pixel. Once the droplets had fully dried and
formed a solid capsule they were collected for further
analysis.

Methods

The images were processed using the software ImageJ
- which extracted droplet radii and areas; establishing
relationships between sample concentrations and their
drying rates and deformations in their shape.?® The soft-
ware MATLAB R2020b was also used in data analysis.
Dry capsules were sputter coated with gold (EmiTech
K575, 25mA for 25s) prior to imaging with scanning
electron microscopy (SEM) with a JEOL6010LA operated
at 10kV to visualise the surface morphology and internal
structure of these particles.

Radii extracted from optical images were modelled us-
ing an adapted descriptive equation which had previ-
ously been used to model droplet solvent extraction.2?

L

R(1) = Rt (Ro — Re) (1= )0V

M

This equation was adapted by multiplying the exponent



o by a factor of \/; . When testing the original empirical
fit, it was found that for a given data set, higher alpha
values fit the middle region of the drying process bet-
ter while lower values were a better fit for the beginning
and end. This makes it difficult to get a good quantitative
fit with one alpha value. Based on this, it was deduced
that rather than a constant exponent, a dynamic time-
dependent one would be required to produce a closer fit
to the data. R(t) is the radius of the droplet as a function
of time (m); R.. is the final droplet radius (m); Ry is the
initial droplet radius (m) and 7 is the solvent extraction
time (s). For the original fit, o was an exponent which
accounted for the Fickian (or otherwise) nature of the
solvent removal, however it is unknown if this physical
meaning is retained.”? To compare the data to the em-
pirical fit, the equivalent radius approximation was used
to combine the major and minor axes into one radius:

R(t) = \3/ Rr%mjorRmi"W

where Ryqjor and Ryinor are the radii (m) of the droplet
along the major and minor axes respectively.

2

During droplet drying the air-liquid interface starts re-
ceding due to evaporation and the colloids are brought
to this interface by advective transport. Diffusive trans-
port attempts to homogenise the system by transporting
colloidal particles towards the centre of the droplet. The
Péclet number, Pe, is used to determine which mecha-
nism has more of an influence.°

Ru R? advection rate

D D dif fusion rate )

e

where R is the characteristic radius (m) of the droplet
and can be approximated by the equivalent radius from
equation 3; u is the speed of movement of the bulk fluid
(m.s~!) and can be approximated by the change in equiv-
alent radius over total drying time (‘fi—lf); D is the diffu-
sion coefficient (m?.s~'). This allows a better picture to
be illustrated of what occurs within the droplet as the
drying occurs. D can be calculated through the Stokes-
Einstein equation:

kpT
D=2 4
6nnr

where kg is the Boltzmann constant
(1.38x10"2m? kg.s72.K~"), T is the absolute tem-
perature (298K), n is the viscosity of the solvent - water
(8.9x10~*Pa.s) and r is the hydrodynamic radius of the
colloid (= 50nm).

Results & Discussion

Drying of Water

WEewar:

Fig. 3 Images showing the profile of a distilled water droplet
as it dries over time

The solvent used in these experiments was distilled
water and therefore it was necessary to observe the dry-
ing profile of water in the acoustic field. The profile
above shows that water droplets dry over the course
of approximately an hour and retain a mostly spherical
shape throughout. An estimation of the Péclet number
using equation 3 and 4 yields a value of 0.85 indicat-
ing that in this drying regime diffusive transport and ad-
vective transport both have significant roles in this sys-
tem. Diffusive transport homogenises the water particles
across the entire volume of the water droplet; preventing
shape deformation, whereas advective transport brings
the water particles to the evaporating interface.2! A bal-
ance between advective and diffusive transport must be
maintained because this is a single component system
and water is evaporating, therefore, if advective trans-
port dominates water particles would accumulate at the
air-liquid interface forming a void in the centre of the
droplet - which would lead to structural instability. 2

Binary System
Shape of Particles and Evaporation Rate

Figure |4 shows the drying evolution of samples contain-
ing Ludox with the solvent water and the profile of its
surface area and radius. Figure [4p shows the evapora-
tion rate through the change in normalised surface area
of the droplets over time. All of the concentrations fol-
low a similar drying rate with 3 distinct stages. First
there is a steady drying rate, where the droplet’s surface
area steadily decreases. At the second stage a transition
stage is reached where the evaporation rate significantly
decreases and the drop begins forming a solid skin, this
transition state occurs at different times depending on
the concentration of Ludox. In the last stage the evap-
oration rate is marginal and the normalised area of the
surface area of the droplet levels off as there is minimal
amounts of solvent present in the system. [4p shows that
as the concentration of colloidal suspensions decreases
the overall drying time decreases with 1% and 40% hav-
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Fig. 4 Plots and graphs characterising the drying process for the Ludox solutions with a) Plot depicting the effects of Ludox
concentration on the normalised cross-sectional area with respect to time b) Plot for 1% Ludox depicting the changes in major
and minor radii and an equivalent radius with respect to time. c) Plot for 40% Ludox depicting the changes in major and minor
radii and an equivalent radius with respect to time. d) A series of images taken from Image J depicting the final shape of capsule

formed for all concentrations of Ludox.

ing a total drying time of ~ 3200s and 1250s respec-
tively. Furthermore, the transition state where a skin
is beginning to form lasts a lot longer in lower concen-
tration samples compared to their higher concentration
counterparts - the 1% sample lasts nearly 600 seconds
compared to 30% which forms its skin in about 200 sec-
onds.

Additionally Figures [4b and [k depict the change in
major and minor radii over time for 1% and 40% Ludox
samples, respectively. Divergences in the radii occur as
the droplets dry within the acoustic field, because they
are under the influence of various forces. There is a grav-
itational force acting downwards on the droplet, and an
oscillatory pressure force acting upwards on the droplet.
Hence, the greatest deformation comes from the verti-
cal direction which creates elongated spheroids, with the
horizontal axis forming the major radius and the vertical
axis forming the minor radius. However, there are sig-
nificant differences between the radii profiles in 1% and
40% samples. For 1% samples the radii converge to form
a near spherical particle with an aspect ratio close to 1,
while the 40% samples become more elongated with the
major radius being more than twice that of the minor
radius.

This elongation effect is most apparent in samples con-
taining a larger concentration of Ludox - 20%, 30%, and
40% in particular - as can be seen in Figure [4d. The

shapes formed from high concentrations of Ludox can
be further explained by examining the drying mecha-
nisms. The droplets initially start out with the micro-
particles suspended within them. As drying progresses
the micro-particles begin to drift towards the surface of
the droplet and start packing at the interface. During
this stage the evaporation rate is relatively constant as
can be seen in Figure 4. This process forms an inter-
nal void in the droplet with a rigid shell which slightly
weakens the structure. As more colloidal particles are
drawn to the surface a shell begins to form. This transi-
tion state can be observed in the graph, where the evap-
oration rate slows down significantly. Any remaining wa-
ter solvent now has to diffuse through this shell - which
is gradually becoming thicker; creating internal stresses.
The particles that have accumulated at the evaporation
front are drawn together by capillary forces, eventually
being locked in place through van der Waals forces. 3132
The vertical forces acting on the droplet coupled with
the internal stresses, causes it to deform and cave in-
wards resulting in elongation. Ultimately a droplet with
a high aspect ratio is formed.®® This is observed in
the divergence between the major and minor radius in
[c. This type of a system is characteristic of a drying
regime where advective transport dominates, which is
supported through an estimation of the Péclet number
using equation 3 and 4, yielding a value of 163.2.2



Fig. 5 Morphology diagram for the binary Ludox solutions

Lower concentrations of Ludox (1%, 5% and 10%)
undergo a different drying process. From Fig [4p, it is
seen that the transition state lasts for a far longer time;
several minutes compared to their higher concentration
counterparts. Furthermore, the droplets sizes for these
concentrations are a lot smaller and a lot more spheri-
cal as indicated by the convergence of radii in Fig [4p.
These systems are characteristic of those where the dif-
fusive transport plays a much more significant role in the
system, which is supported through an estimation of the
Péclet number using equation 3 and 4, yielding a value
of 15.6.24,

The mechanism of this process is similar to the high
concentration samples however, due to the slow rate of
evaporation less colloidal particles are brought to the
evaporation front through advective transport. Further-
more, as the diffusive transport component now plays
a more significant role the colloidal particle concentra-
tion is more uniform throughout the droplet during its
shrinking®!. This leads to a more spherical shell which
is as observed in Figure 4p as the radii are very similar.
Thus it can be inferred that as the Ludox concentration
decreases the aspect ratio tends to 1.

Capsule Characterisation

Figure |5|shows a series of images from the various Ludox
concentrations depicting the surface morphology and in-
ternal structures of these systems. It can be observed that
all capsules have a smooth surface, this can be attributed
to the drying regimes as estimated Péclet numbers are all
greater than 1 indicating a regime dominated by convec-
tive transport. Therefore, inferring less colloidal clump-
ing at the evaporation front.%!' Additionally, as the con-
centration of the Ludox increases, the general shape of
the capsules becomes more elongated with a higher as-

pect ratio. This is most clearly observed in 30% images
of Figure It can be deduced that the deformations
occurring in high concentration of Ludox are due to dry-
ing regimes with Péclet numbers much greater than 1.
Which means there is preferential particle accumulation
at the air liquid interface - making it susceptible to de-
formations.*%

For lower concentrations, a more spherical shape is
observed which is attributed to the isotropic drying pro-
file due to the drying regime having a lower Péclet num-
ber, where the diffusive transport plays a more signifi-
cant role in the system. Unfortunately 5% samples are to
small to get an accurate depiction of surface characteris-
tics; however, previous research has suggested a slightly
more rough structure could be expected due to mechan-
ical instability at small sizes and colloidal clumping due
to a greater role of diffusive transport.=>.

The internal structure also varies between the con-
centrations, with higher concentrations tending to have
thicker shells but a larger overall size - thus retaining
a hollow internal structure. However, it is visible that
there are regions of high stress on these capsules which
is most clearly observed in the 40% image which puts
the capsule at risk of breaking.

The lower concentration materials formed far smaller
particles. The skins were relatively thin compared to
the higher concentration samples, but due to the smaller
volume of the capsules an overall denser structure was
formed. Interestingly, the 5% sample formed a spherical
toroidal structure, which is unusual given the samples
concentration. A low Péclet number was calculated for
this drying regime, which would expect to form a spher-
ical particle.This formation could be explained through
a variation between the flow regimes in the centre of
the droplet and the outside of the droplet during levita-



tion. If the centre of the droplet is more stagnant than
the outside then the solvent would be carried out more
rapidly on the outside edges.® If this drying regime oc-
curred then the colloidal Ludox would be concentrated
on the outside of the droplet. Thus, the centre of the
droplet gets thinner until a breaking point is reached and
a toroidal structure is formed.®

Unfortunately the 1% sample was extremely small and
brittle and could not be transferred and mounted onto
SEM stubs and placed under vacuum for imaging and
was thus not pursued for further investigation. Overall,
the 1% and 5% concentrations formed samples to small
and brittle and were not pursued for further investiga-
tion.

7 distribution

Fig. 6 Graph of droplet extraction time against concentration
of colloidal silica

Looking in more detail at the 7 distribution as seen in
Figure 6] there isn’t a strong correlation between drying
time and silica concentration which is largely due to the
volatile nature of the drying. This fact makes it difficult
to pinpoint the exact time it takes for droplets of given
concentration to dry. However, it can be seen that gener-
ally lower concentrations take a longer time to dry since
they have more water in them. At 10% colloidal silica, ©
falls significantly and remains low for higher concentra-
tions, which represents an increased advection influence
in the drying and makes the process significantly faster.

Ternary System
Shape of particles and evaporation rate

The impact of adding salt to the Ludox solutions is anal-
ysed through Figure |7| and its observed that the amount
of NaCl in the system has a significant effect on the dry-
ing process. This is best illustrated by the 10% Ludox
mixture in [7p,b,c graphs, which sees a significant in-
crease in the time it takes for drying to occur from 0.1%
to 1% salt before falling again at 2% salt. This could

be attributed to the interaction between NaCl and Lu-
dox; since Ludox is a charged colloid the salt screens
the surface charges allowing for these particles to come
closer together and potentially aggregate.2927 This im-
pedes the evaporation of water molecules and increases
the time it takes for the droplet to dry. The other phe-
nomenon could be the salt acting as a drying agent
and creating an osmotic gradient between the two sides
of the droplet surface leading to a faster evaporation
time. 3/

Analysing[7p,b,c shows no correlation between reduc-
tion in area and salt concentration for all concentra-
tions apart from 10% - which displays an increase in the
area reduction over time. This suggests that for 10%
the concentration of salt can be used to design capsule
size. Looking at the corresponding images in Figure [7d,
an increase in salt concentration forms more spherical
capsules - suggesting a regime where diffusive transport
plays a more important role.

The graphs in |7|] show that a similar drying profile
to the binary solutions occurs, where there are 3 dis-
tinct drying stages (steady evaporation, skin formation,
droplet settling). It is worth noting that the extent to
which deformation occurs in the second stage is largely
dependent on what drying regime the mixture droplet is
within i.e. the value of the Péclet number. Looking at
Figure [7j, it can be seen that the drying time increases
as Ludox concentration goes from 10% to 20% to 30%
while suddenly significantly decreasing at 40%. This
suggests a much stronger influence of advective trans-
port for the 40% concentration compared to its subse-
quent concentrations. This is further supported by cal-
culating the Péclet numbers through equation 3 and 4,
which yielded for the four solutions Péclet numbers of
43, 93.6, 36.7 and 264.7 in order of increasing Ludox
concentration.

Comparing Figures [7b and [4p, it is observed that for
the 10% binary Ludox mixtures, the 1% salt one takes
significantly longer to dry in comparison to the 0.1%
mixture which indicates that diffusive evaporation dom-
inates over advective evaporation and that the drying is
thus defined by a lower Péclet number. This is likely due
to the aforementioned effect of salt seeding the surface
charges of Ludox. NaCl also disolves in water and this
chemical interaction may impede the diffusion of water
out of the droplet. Additionally, the 40% drying pro-
cess is strikingly similar to the 0.1% NaCl concentration.
Therefore, it is likely that the higher the Ludox concen-
tration, the more salt is required to make an impact on
the drying process of the particle.



o =
= o
Us
a) b)
Final Shapes 105 200
0.1%
& 1%
2%
1mm
d)

AR

40%

Fig. 7 Characterisation of the ternary solution droplets drying rate and mass transfer phenomena with graphs of cross-sectional
area normalised by original area over time for a) 0.1% NaCl, b) 1% NaCl and ¢) 2% NaCl as well as d) the droplets for each
mixture as they appear when the drying is complete to form capsules (Note: CS in the legends stands for colloidal silica)

Looking at Figure [7/d for all salt concentration, there
is a tendency towards sphericity as the Ludox concentra-
tion increases. However, since calculated Péclet numbers
remain high for high Ludox concentrations (40% Ludox
yields Péclet numbers of 264.7, 181.8 and 138.7 with
respect to increasing salt concentrations.) a spherical
structure is maintained - indicating a more exotic form
of drying.

Additionally, it should be noted that as salt concen-
trations increase the solutions start jelling and pursuing
concentrations beyond 2% was infeasible.

Capsule Characterisation

For the 0.1% NaCl row of Figure[8] one can see that the
10% capsule forms an ellipsoid shape with a depression
observed in the middle. This has occurred due to sig-
nificant advective transport in this droplet, leading to a
greater deformation from sphericity. In the 0.1% row
of Figure |8 capsules have formed with smooth surfaces
with the stains observed likely resulting from gold sput-
ter coating during the imaging process. This is similar to

the binary Ludox solutions and thus it can be deduced
that low salt concentrations don’t significantly alter the
surface structure of the capsule. The image of the 40%
Ludox capsule at this percentage indicates that it was
hollow with a shell which is in keeping with its fast solid-
ification seen in[7p as it indicates that the solvent evapo-
rated too quickly for the solution to properly mix leading
to accumulation of salt and Ludox at its surface.*®

For the 1% row, there is a clear shift from an ellip-
soidal to a spherical shape as Ludox concentration in-
creases. This result would imply that the Péclet num-
ber decreases with increasing Ludox concentration; how-
ever, after closer examination the Péclet numbers yielded
for all 10% samples are 43, 44, 60 and 40% yields 264.7,
181.8, 138.7 (in order of increasing salt concentration)
indicating an increase in Péclet number. This would sug-
gest there is something else other than the drying regime
which governs its shape - likely resulting from the inter-
action of salt with the other components in the system.

While the evaporation rates of the 30% and 40%
droplets are faster than that of the 10% droplets, this
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Fig. 8 Morphology diagram for the ternary solutions

trend means that this faster evaporation is predomi-
nantly caused by diffusive evaporation. This can be seen
in the 20% capsule which appears to be solid. This is also
the reason that the 10% droplet at this concentration dis-
plays a larger area reduction than the other mixtures.
The surface of the capsules also become rougher as the
concentration increases. This is due to the progressive
dominance of diffusion over advection in the evapora-
tion which means that colloidal clumping occurs as the
solutes mix together.

For the 2% row, the capsules seem to show a reverse
trend to the 1% row as in terms of structure as the 10%
Ludox capsule is the only one that seems to have some
kind of roughness. This is made stranger by the fact that
it underwent a similar drying process to the 40% cap-
sule. This further reinforces the point the morphology of
a capsule is largely dependent on the drying regime the
process occurs in rather than the actual drying rate itself.
The 20% capsule in this row appears to be darker than
in the other 11 capsules in Figure [8| which is likely to
be an artefact from sputter coating. The 30% and 40%
capsules appear to have growths on their surface which
appear black in contrast to the white appearance of the
rest of the surface. This could be a crystalline structure
resulting from a change in the nature of the intermolec-
ular interactions the salt and colloidal silica experience
due to the former’s higher concentration. This would
then lead to a more ordered Ludox-NaCl complex form-
ing in the shell and on the surface of the capsule making
it significantly stronger than before. However, it should
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be noted that no control system was put in place for the
nucleation of salt crystals.

7 distribution

Fig. 9 Graph showing tau vs colloidal silica concentration at
three different salt concentrations

As previously mentioned and seen in full detail in Fig-
ure [9] the extraction times tau do not have a strong cor-
relation with either silica or salt concentration as seen
by the erratic variance, which is explained by a strong
interplay between salt-water and salt-silica interactions
which work against each other in the drying process.
However, for the 20% colloidal silica solutions, there ap-
pears to be a negative correlation with salt concentration
which indicates that at this level, while for 40% colloidal
silica solutions, there is a positive correlation between
the two variables. Though the measurement of T was
extremely subjective, these two silica concentrations can
be used as reference points to determine how the con-
centration of silica and salt impact the interactions that
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they have in the system.

Conclusions

This study investigates the use acoustic levitation to de-
termine the impacts of concentration and composition
on the shape, size, surface morphology and internal
structure of capsules. It was found that concentration
of these colloidal suspensions greatly influenced the dry-
ing kinetics in addition to the surface morphology and
internal structure of the microcapsules formed. For bi-
nary mixtures, lower concentrations of Ludox tended to
have much slower drying rates and skin formation often
took several minutes; resulting in drying regimes with
lower Péclet numbers. These concentrations yielded cap-
sules of more spherical shapes, however greater surface
roughness - due to greater particle agglomeration at the
liquid/air interface. In contrast to this higher concen-
trations of Ludox had much faster drying regimes - and
it can be therefore inferred that convective evaporation
dominated in these systems. This is further supported
by the fact that these regimes formed elongated parti-
cles with high aspect ratios in addition to smooth sur-
faces. All concentrations formed hollow structures with
skin thickness and overall size of the capsule increasing
with concentration.

For the case of ternary structures, there are more
factors and mechanisms to consider when determining
what mixture compositions are suitable for industrial
use. Salt concentrations above 2% were discovered to
form gel like solution and it was impossible to form
droplets out of. For salt concentrations < 2% it has been
discovered that varying Ludox concentrations can con-
trol the shrinkage that the droplet experiences - with a
higher amount of salt resulting to a greater area reduc-
tion. It was observed that diffusive evaporation tended
to dominate at higher concentrations of Ludox for all salt
solutions in contrast to the Ludox solutions as seen by
the more spherical capsules on the right half of Figure
The drying rate of the droplets were less predictable
due to being determined by factors that worked against
each other which were the osmotic effect salt has on wa-
ter and the enhanced solidification effect salt has on the
solution. For specific control of the size of the droplet
and relative control of morphology, it is recommended
that droplets are made with around 10% Ludox and less
than 5% salt to create the capsules.

Overall our results follow the trends in published in re-
ports213430 which observed similar drying kinetics and
similar characteristic formations when observed under
SEM. For further investigation it is recommended to ad-

dress the effects of temperature and humidity upon the
drying regimes and final structures formed - as these pa-
rameters are believed to have a significant impact. Addi-
tionally, it is recommended to investigate the application
of these concentrations and compositions in spray drying
to determine whether or not the capsule characteristics
are retained.
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Abstract

The shaping of metal-organic framework (MOF) powders into mechanically stable bodies is paramount for their use in
adsorption applications. Herein, this study reports the preparation of ZIF-8 crystals into resistant pellets under hydraulic
pressing at 0.4 and 1 tonnes, with a selection of three binders and binder contents. Mechanical stabilities of the formed
pellets were investigated and characterisation techniques were conducted on the materials using thermogravimetric analysis,
Fourier-transform infrared spectroscopy, volumetric COy adsorption and helium pycnometry. Following analysis of thermal
and mechanical stabilities of each binder, methylcellulose/bentonite in a 1:1 ratio shows great promise as a binder to aid
in the formation of robust ZIF-8 pellets for gas adsorption processes. With binder addition, adsorption experiments have
highlighted that the pellets experience a decrease of CO, adsorption capacity, which is proportional to the reduction of
ZIF-8 in the overall pellet. A 5% increase in binder content was shown to have negligible effect on the COy adsorption
capacity, but significantly improves the mechanical stability of the pellet. CO, isotherm plots demonstrated that increasing
the pelletisation pressure has little effect on the microporosity of ZIF-8 within the pellet. Conversely, porosity data has
indicated that methylcellulose/bentonite may contain macropores which are reduced under increased compression. From
this experimental work, an optimal pelletisation route has been identified in line with the chosen parameters; the analyses
indicate that a methylcellulose/bentonite binder content of 35% and pelletisation pressure of 1 tonne is a viable approach to

shaping mechanically stable ZIF-8 particles suitable for use in industrial adsorption applications.

1. INTRODUCTION AND BACKGROUND

Porous materials, especially those that are thermally
stable, are in great demand for many industrial processes,
including but not limited to gas separation, adsorption,
catalysis, conductivity, and biomedicine (Furukawa & Yaghi
(2009); Morris & Wheatley| (2008); [Murray et al.| (2009);
Sai Bhargava Reddy et al| (2021); [Smith et al.| (2013)).
Classification of porous materials is typically based on their
pore diameter, ranging from microporous (smaller than
2nm), mesoporous (between 2 and 50nm) to macroporous
(greater than 50nm) (Sing et al.[1985). These materials
are widely available, exhibiting well-tailored physical and
chemical properties, which can be designed to suit their
specific uses.

Due to present day concerns surrounding global warming
and the greenhouse effect, there has been an emphasis
on the development of these materials as adsorbents for
CO; capture (Achiou et al[2020). These solid adsorbents
comprise of metal-organic frameworks (MOFs), clay,
silica, activated carbon and zeolites, which have different
physiochemical interactions with adsorbates (Chan Wai
et al.|2013).

As a class of promising porous materials, MOFs have
opened new avenues for adsorption applications. MOFs
are microporous crystalline structures consisting of metallic
ions that are coupled with organic ligands or ‘cross-linkers’,
displaying favourable characteristics in the field of gas
separations (Batten et al| 2013). Zeolitic imidazolate

frameworks (ZIFs), a sub-family of MOFs, have been of
particular focus in recent research due to their tuneability,
high porosities, chemical and thermal stability, as well as
large surface areas, and have been of particular focus in
recent research studies (Bergaoui et al.| (2021); (Chan Wai
et al| (2013)). ZIFs are strong contenders for several
applications relying on controlled adsorption of molecules,
such as gas storage, catalysis, and water purification, due
to their high selective adsorption of a variety of gases
(Petit|2018). ZIF-8 is a classic member of this family and
exhibits particularly interesting characteristics including the
gate-opening effect, which refers to its structural flexibility
when exposed to external stimuli, resulting in enlarged
pore apertures and increased pore volume (Mufoz-Gil &
Figueiredo|2019). Whilst zeolites also exhibit flexibility, the
conditions required to trigger a change are much harsher
than that for ZIFs (Petit{[2018).

Despite its significant potential, ZIF-8 is yet to be
commercially employed in industrial applications, partly
due to the challenges faced in its shaping. A common
challenge facing the shaping of ZIF-8 is its general lack
of cohesive properties, meaning that it cannot easily be
shaped to form a mechanically stable pellet without the
addition of an adhesive, formally known as a binder.
Binders are paramount in imparting mechanical integrity
and overall adherent characteristics, but their integration
with the ZIF-8 powder generally results in reduced
adsorptive performance (Cousin-Saint-Remi et al|[2020).
The incorporation of an inactive binder dilutes the active



component, the porous powder, which causes a reduction
in performance of the structured adsorbent (Akhtar et al.
2014). The binder essentially covers the powder surface
leading to pore blockages. In the case of gas separation and
storage applications, research into the stability and porosity
of structured adsorbents are of high importance, where
electronic structure is less decisive of these characteristics
(Hendon et al.|2017).

The utilisation of porous materials in adsorption
applications requires shaping of the fine powder into a
macroscopic body, such as pellets or tablets. This is
undertaken to minimise the issues associated with using
powders, namely difficulty in handling, high pressure-drop,
and low mechanical stability, which are issues typically
found in packed bed applications. Pressure drop is
significantly impacted by the adsorbent size; the smaller
the particle diameter, the higher the pressure drop, which
is undesirable as it results in poor system performance and
excessive energy consumption (Koekemoer & Luckos|2015).
In large-scale adsorption processes, it is essential to use
relatively large adsorbent particles, with typical diameters
ranging from 1-3mm (Ruthven| 1984). The structured
adsorbent should exhibit chemical and mechanical stability,
with high heat and mass transfer rates, to combat the
aforementioned issues. The shaping of porous materials
into larger structures has been extensively researched over
the past decades, and is often attained via a variety of
methods, including granulation, spray-drying extrusion,
and pressing (Akhtar et al.[(2014); Liu et al. (2020)).
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Figure 1: Schematic showing the process of hydraulic pressing for the
pelletisation of MOFs.

Granulation is a widely used method of shaping, whereby
the adsorbent power is integrated into large spheres
using a centrifuge. Spray-drying is a rapid and scalable
process also extensively used in industrial applications
(Morris & Wheatley|2008). A suspension of the material
is sprayed into tiny droplets, accelerating the drying
process by exposing a larger wet sample surface area
in hot air (Liu et al.|[2020). Due to its high efficiency
and low operational costs, extrusion is a method that is
commonly used in industry. The adsorbent is shaped by
applying pressure over the cross-section (Liu et al.|2020).
Similar to extrusion, pressing executes shaping by means
of mechanical or hydraulic pressing, as shown in Figure
This method allows for manipulation of pellet size, by the
selection of an appropriate die diameter. In pressing, the
properties of the pellet such as weight uniformity, density,
mechanical strength, and disintegration rate are affected
by the amount of powder inserted into the die before

compaction (Baserinia|2016).

Based on their composition, binders can be classified as
two types: organic and inorganic. Examples of commonly
used organic binders comprise cellulose, methylcellulose
and polyvinyl alcohol (PVA), and are practical in that
they can be removed after shaping to eliminate any excess
binder that would result in macropore congestion (Liu et al.
2020). Inorganic binders, including silica and bentonite
clays are also commonly used in industry as they are
inexpensive and are more thermally stable than organic
binders. Combinations of organic and inorganic binders
are prevalent as they combine the desired characteristics
from their respective structures.

The phenomena of adsorption using MOFs can be explained
by the same mechanisms followed by other adsorbents, such
as activated carbon or zeolites. The two main mechanisms
are chemisorption and physisorption, with the latter
being the most prevalent mechanism for most adsorption
separation processes (Ruthven|1984). Physisorption refers
to the physical bonding of molecules onto the surface of
an adsorbent via physical forces, namely Van der Waals
forces and electrostatic interactions (Ruthven![1984)). This
type of separation relies on the adsorbent and adsorbate
having different surface properties, such as polarisability
or quadruple moment, thus achieving strong electrostatic
interactions between both (Wanigarathna et al| [2020).
Chemisorption occurs through chemical bonding between
the adsorbate and either the MOF unsaturated metallic sites
or functional group, such as amines. For example, ZIF-8
exhibits strong interactions between its open Zn metal sites
and CO;, as CO; is an electrophile (Hayashi et al.|2007).
In addition, the pore size of MOFs can be tuned to induce
steric effects. As the diameter of the adsorbate approaches
the diameter of the pores, it can enter the pores, whereas
larger molecules are prevented from entering. This form of
separation is particularly useful for small gas molecules.

The shaping of MOFs, particularly ZIF-8, into pellets
and the effect of the pelletisation route on the intrinsic
properties of the resultant pellet has been investigated only
recently. [Tsalaporta & MacElroy|(2020) demonstrated the
effects of pelletisation of four commercial MOFs (ZIF-8,
ZIF-67, HKUST-1 and UiO-66) with a binder made of
methylcellulose and bentonite in a 1:1 ratio. The obtained
pellets showed similar hardness for each of the different
MOFs. ZIF-8 showed small structural collapse and 7% pore
volume per mass decrease. The other three MOFs were
extremely sensitive to the pelletisation process, resulting
in a major loss in the surface area and collapse of the
porous network, indicating that they may not be suitable
for pelletisation with this binder. [Delgado et al. (2017)
investigated the extrusion of HKUST-1 and ZIF-8 with
polyvinyl alcohol (PVA). The obtained extrudates exhibited
low reduction of surface area and pore blocking effect
of the binder was not observed, suggesting potential for



applications within gas separation.

Compression of MOF Basolite C300 at pressures of 55.9,
111.8 and 186.3 MPa was studied by [Ursueguia et al.| (2020).
The rigid crystalline material exhibited dramatic loss of
crystallinity, surface area and pore volume, implying a
lower adsorption capacity owing to this pore collapse.
In another study, Ribeiro et al| (2019) examined the
effect of compression on MIL-53(Al) and ZIF-8, showing
that mechanical compression had a greater effect on the
crystalline structure of MIL-53(Al) than on ZIF-8. It was
found that the higher the mechanical pressure applied to
the respective MOEF, the greater the losses in specific surface
area and pore volume in their pelletised form.

Building on previous work regarding the shaping of MOFs,
this work aims to investigate the physical and adsorptive
effects of varying more than one parameter at a time and
develop a successful pelletisation route, specifically for
ZIF-8. Identifying an appropriate pressure and suitable
binder is paramount when formulating a mechanically
stable pellet to avoid structural collapse under compression
and pore blocking. The physical and adsorption properties
of the formed pellets were then investigated via various
analytical techniques.

2. MATERIALS AND METHODS

2.1.

Basolite Z1200 (2-methylimidazole zinc salt), commonly
known as ZIF-8 was purchased from Sigma-Aldrich and
synthesised by BASF SE. The various binders tested were
methylcellulose and bentonite in a 1:1 ratio, silica gel 60
(0.032-0.063mm, 230-450 mesh) from Alfa Aesar and 87-90%
hydrolysed polyvinyl alcohol (PVA). For preparation of the
binder paste, solvents were required; ethanol absolute was
used in the case of PVA and methylcellulose /bentonite, and
water was used for silica.

Materials

2.2. Methods I: Formulation

Binder-free pellets were produced by pressing the powder
using two hydraulic presses: the Specac Manual Hydraulic
Press and the Specac 15 Ton model (Specac Limited, United
Kingdon), to test pelletisation under two different pressures.
The pellets, made up of binder alone, were produced by
mixing the powder with solvent until a paste was formed.
Approximately 80 mg of the paste was inserted into a
5mm die which was introduced into the hydraulic press.
The pressure was manually increased to the desired value
and maintained for 20 seconds before pressure release and
removal of the pellet. The solvent was changed depending
on the binder type. Methylcellulose and bentonite were
combined in a 1:1 ratio and mixed with ethanol, as was the
PVA. For silica, the powder was mixed with water until a
paste was formed, as suggested by [Rivera-Torrente et al.
(2021).

ZIF-8 pellets with binder were produced in a similar
manner. Ethanol was first added to each of the binders
in a ratio of 1.5g of binder to 2ml of ethanol to form a
paste, which was then added to a beaker with the ZIF-8
powder. The contents of the beaker were mixed for 2
minutes until a uniform paste was formed. Following
the aforementioned pelletisation step, the pellets were held
overnight in a vacuum oven at 70°C. The binder fraction
(relative to the total mass of ZIF-8 and binder in the pellet)
was varied from 10% to 30% (see section for further
detail).

2.2.1. Binder Type

A selection of binder types was tested to determine
the optimal material for the combination with ZIF-8
specifically. The four binders mentioned in section
are used in many MOF-shaping processes and were
therefore considered suitable binders for the shaping of
ZIF-8 (Cousin-Saint-Remi et al.|2020). Silica (SO;) displays
desirable adsorption properties, whereby the pore sizing
can be controlled by varying its synthesis conditions (e.g.
pH and solvent content) (Narayan et al.|2018). Bentonite
clay is commonly used as a binder, absorbent, and catalyst,
particularly in the milling industry (Jasra et al.|2003). It is
inexpensive and highly resistant to thermal degradation.
The organic binders tested, PVA and methylcellulose, are
well-established organic polymeric binders and are both
hydrophilic due to the presence of hydroxyl and carboxyl
groups .

2.2.2. Binder Content

Varying the binder content typically results in a trade-off
between mechanical stability and adsorption capacity (Tian
et al|2021). Different mass ratios were examined to test the
compatibility of the binder to ZIF-8. The prepared mass
ratios were ZIF-8:binder equivalent to 70:30, 80:20 and 90:10.
Previous works have successfully pelletised MOF/binder
mixtures at a ratio of 70:30 (Jasra et al.| (2003);Whiting et al.
(2016)). Two ZIF-8:binder ratio mixtures of 80:20 and 90:10
were formulated to determine the minimum requirement
of binder content for each pellet, in terms of pellet stability.
The binder content of the pellets used in the CO; adsorption
experiments was verified by thermogravimetric analysis
(see section [3.3| for further detail).

2.2.3. Pelletisation Pressure

There is no universal pelletisation route that can encompass
the shaping of all MOFs, and thus research and
experimentation must be undertaken for the case of ZIF-8
alone. Due to the mechanical fragility of some MOFs,
immense compaction may lead to collapse of porous
structure or amorphization of the material, limiting the
exertion of high pelletisation pressures whilst shaping (Wu
et al[2013). In the case of ZIF-8, pressurisation above
3400 bar would lead to irreversible structural transition
and amorphise accordingly (Tan & Cheetham|2011). This
pressure limit was too high to use for research and potential



applicability in industry, so the pelletisation pressures
selected in this work were 0.4 and 1 tonnes to determine the
minimal pressure sufficient to successfully pelletise ZIF-8.

2.3. Methods II: Characterisation Techniques

2.3.1. Thermogravimetric Analysis (TGA)

TGA is a destructible analytical technique used to
determine the thermal stability of the ZIF-8 combined
pellets, as well as the binders themselves. The
mass percentage change is measured over time as the
temperature changes. Increasing the temperature can
result in decomposition of solids either by combustion,
oxidation, reaction with a gas or pyrolysis, and in the case
of thermogravimetry the gaseous by-products are removed
(Coats & Redfern/in.d.)). The TGA system used was the
NETZSCH TG 209 F1 Libra model, using air with a flowrate
of 80mL/min and protective gas purge made up of nitrogen
of 20mL/min, from 30°C to 1000°C, with a heating rate of
10°CINETZSCH](n.d.). A minimum of 15 mg of each sample
was placed in a ceramic crucible for analysis.

TGA was also used for the confirmation of composition of
the samples at a later stage. This is of high importance
especially since there is a potential scope of error in
measuring and transferring of the different mixtures in
sample preparation. Differential thermogravimetric curves
were plotted to determine the composition of materials.

2.3.2. Fourier-Transform Infrared (FTIR) Spectroscopy
FTIR is a technique used to obtain an infrared spectrum of
absorption or emission of a crystalline structure. It helps in
identifying compounds, and to determine if the crystalline
structure of a sample changes when subject to any changes
(Fisher Scientificn.d.).

An FTIR works by using interferometry — a technique
used where light from a single source is split into two
beams that travel in different optical paths and then
superimpose to cause interference. This interference is
used to record information about the sample placed in the
IR beam, resulting in spectra that can be used to identify
characteristic compounds within the material. The Cary
630 FTIR Spectrometer from Agilent Technologies was used
for these measurements (Fisher Scientificn.d.).

2.3.3. Single-component CO; adsorption

CO, adsorption isotherms were measured using a Autosorb
iQ (Quantachrome Instruments, United States) at 298 K up
to a pressure of 1 bar. The samples were degassed ex-situ
using the in-built degassing stations on the instrument
by heating the sample to 393 K and maintaining this
temperature under vacuum (a minimum pressure of 4e—4
mbar) for 19 hours. For the data analysis, only the
adsorption branch of the measurement was used.

2.3.4. Helium Pycnometry
Porosity is the measure of the void or empty spaces in a
material and is a fraction of the volume of voids over the

total volume, as shown in Equation |1} Helium Pycnometry
is therefore a useful technique, in which displacement is
used to measure the volume and porosity to accurately
determine the skeletal density of the sample i.e. the density
of the sample alone. It works by filling the voids in the
powder or pellet with helium gas to measure the volume
taken up by the pores.

¢ = 1)

Where Vy is the void volume and Vp is the total
volume, and ¢ is the porosity (Espinal| 2012). Sample
degassing in order to remove any adsorbed gases,
particularly any trapped moisture is important and was
done following the same degassing technique outlined
in section Subsequently, the sample was placed
in a helium pycnometer and measurements at 298 K
were taken. The pycnometer used was the AccuPyc II
1340 model, accompanied by a 1cm? cell (Merlin Powder
Characterisation/n.d.).
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3. REsurts AND DiscussioN

3.1. Comparison of Binder Type

I I
Figure 2: Pelletised binderless ZIF-8 vs well-formed ZIF-8 pellet.

Pelletisation of ZIF-8 without binder was unsuccessful
as the powder showed no strong agglomeration to itself,
resulting in the pellet falling apart whilst being removed
from the die. Figure [2|above shows that the incorporation
of a binder at these pelletisation pressures is a prerequisite
for the successful formation of a mechanically resistant
pellet, ensuring its usability for industrial applications.

3.1.1. Selection of suitable binders according to
mechanical strength
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Figure 3: Binder-only pellets, from left to right, methylcellulose/bentonite, PVA
and silica pelletised at 1 tonne.
Binder-only pellets were formed to assess their mechanical
strength under the selected pelletisation pressures. Images
of the binder-only pellets pressed at 1 tonne are presented
in Figure Both the methylcellulose/bentonite (MCB)



and PVA binders formed mechanically resistant pellets
and were able to withstand regular handling, indicating
that these binders would be suitable to produce hard,
well-formed ZIF-8/binder pellets. The pellets formed
with MCB binder appear to yield the best mechanical
strength, but were significantly more compact compared to
PVA, suggesting compression may significantly affect the
physical properties of MCB.

Unlike PVA and methylcellulose/bentonite, the silica gel
did not form a mechanically stable pellet, and was unable
to maintain its shape under a small applied force. This
indicates that silica was not suitable as a binder to form
pellets stable enough for regular handling in an industrial
setting. Furthermore, if the pellet crumbles or sheds
powder, the instruments in a real system may be damaged.
Following this analysis, silica was eliminated from the
selection of potential binders.

3.1.2. Comparison of thermal stability of the binders
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Figure 4: Comparison of TGA results for varying binder type in pellet form.
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Mass loss profiles from thermogravimetric analysis
(TGA) of PVA and methylcellulose/bentonite pellets were
measured and are presented in Figure [ The first stages
of degradation (up to c. 100°C) are discarded as it likely
represents water loss due to evaporation. It is observed that
there is little weight loss of ZIF-8 between the temperature
range of 200-400°C, indicating ZIF-8 is stable up to 400°C.
ZIF-8 is observed to begin decomposing at around 427°C,
consistent with reported decomposition temperature (T,)
values, which generally lie in the 400°C to 450°C region
(Iran et al|2011). The mass loss, amounting to 63.8% of
its original mass, corresponds to the removal of all organic
material, including the evaporation of any gas molecules
within the pores (Healy et al.|2020).

Complete degradation of PVA is observed, with a T; of
approximately 350°C. The severe thermal decomposition
pattern (300°C to 440°C) gives rise to the release of water
from the polymer matrix of PVA. This step resulted in the

largest mass loss of PVA, followed by a further smaller step
(440°C to 520°C), owing to the cracking of the polymer chain
and ultimately the removal of the sample via combustion
(Taghi Taghizadeh & Sabouri|2013). The thermal instability
of PVA signifies that it is not a suitable binder for pellets
to be used in adsorption applications, as regeneration of
the pellets is typically performed at higher temperatures
under vacuum. Thus, PVA binder was excluded for further
examination from this work.

3.2. Analysis routes for

ZIF-8/MCB

Table 1: Overview of pelletisation outcome for ZIF-8/MCB mixtures with
varying binder content and pressure.

of pelletisation

Mas Ratio_| Pressure (ionne) | i 2 pellt form?
90:10 (1’-4 Eg
80:20 (1’-4 §e(;
70:30 (1)'4 iz
The three binder contents investigated were the

ZIF-8:methylcellulose/bentonite ratios of 70:30, 80:20 and
90:10 under tonnages of 0.4 and 1 tonnes. A summary of
the pelletisation routes investigated and their outcomes is
summarised in Table [l Out of the 6 routes tested, only
3 resulted in the formation of mechanically stable pellets.
With the proposed 90:10 mass ratio, the pellets produced
were lacking in hardness and crumbled when taken out of
the hydraulic press, indicating that the binder content of
10% was too low to have a significant impact on the pellet’s
mechanical stability. The pellets containing the highest
binder content were considerably more mechanically stable
and able to withstand regular handling, suggesting that
binder content has a significant impact on the overall
robustness of the pellet — more specifically, the higher the
binder content the more structurally integral the pellet. This
is expected as binders assists pellet formation by imparting
strength to the pellet. Thus the pellets with a 90:10 ratio
were not considered for further analyses.

As shown in Table(l} the applied pressure of 1 tonne yielded
pellets with adequate hardness for the proposed 80:20 and
70:30 mass ratios, whereas the pellet produced at 0.4 tonnes
for the 80:20 ratio was not structurally sound. A lower
pelletisation pressure of 0.4 tonnes was not high enough
to compress the mixture with a lower binder content
effectively, indicating that the pressure whilst shaping has a
significant impact on the mechanical strength of the pellet.
The hardness of the pellets can be further tested with a
manual pellet hardness tester and compared using the
Rockwell B hardness scale to better distinguish between the
formed pellets, however this analysis is outside the scope
of this study (Isalaporta & MacElroy|2020).



3.3. Determination of true binder composition

Having formed three mechanically stable pellets, the TGA
results were used to confirm the true composition of the
ZIF-8/binder pellets. Figure [5shows the degradation of
the combined 70:30 pellet (in blue) alongside the individual
powder components. The mass percentages for all the
samples were normalised at 200°C (to account for water
loss before 120°C) and plotted. A system of mass balance
equations was formulated to determine the compositions
of methylcellulose, bentonite, and ZIF-8:

Determination of methylcellulose (MC) composition:

% Mass loss in pellet

= 2

MC = Mass Toss in pure MC powder @
Determination of ZIF-8 and bentonite compositions:

X71F8 + XBentonite + Xpc = 1 ®)

% Mass loss in pellet = Y x;* (% Mass loss of i)  (4)
i

Where i = ZIF-8, bentonite, MC.
100 - -1 .
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Figure 5: TG graph of ZIF-8/MCB of the proposed 70:30 ratio at 1 tonne, along
with pure ZIF-8, bentonite and methylcellulose.

It is observed that the decomposition of the combined
pellet is dependent on the decomposition of each individual
component, as expected. Due to its organic nature, only
methylcellulose deteriorated between 300°C and 358°C,
shown in Figure | This indicates that any mass loss
in the combined pellet resulted from the degradation of
methylcellulose alone. Thus, between 300°C and 358°C,
Equation [2| was used to compute the composition of
methylcellulose in the combined pellet, and an average
value was found.

Between 650°C and 1000°C, it is observed that
methylcellulose has completely degraded and both ZIF-8
and bentonite have reached a stable mass. This implies that

the remaining mass of the combined pellet is the sum of the
ZIF-8 and bentonite masses only. Therefore, between these
temperatures, the composition of ZIF-8 and bentonite were
calculated using Equations [3|and [4| above, and an average
value was found.

Following the TG analysis for each combination, the true
compositions of each pellet were found, and have been
summarised in Table 2| The true compositions of the 80:20
pellet at 1 tonne and 70:30 pellet at 0.4 tonnes were different
from the proposed binder content. The error observed in
binder content possibly originates from the difficulty in
controlling exactly how much of the binder clusters with
the ZIF-8 crystals, resulting in discrepancies between the
batches of mixture produced. In addition, it is likely that
powder mixture was lost in transfer between formulation
and pelletisation. To avoid these errors in the future, it is
proposed that the mixtures are formed in larger batches and
mixed for a longer duration to obtain better homogenisation
of the mixture.

3.4. Chemical structure of the formed pellets
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Figure 6: FTIR analysis showing functional groups of each material.

Figure [f] shows the infrared spectrum analysis of each
combination pellet alongside the ZIF-8 and binder
(highlighted in red and black respectively). All FTIR spectra
reveal no distinct changes in the chemical structure of
the ZIF-8 or methylcellulose before and after mechanical
compression and addition of binder.

The methylcellulose in the binder contributes to the broad
peak between 4000 and 3500 cm !, indicating the presence
of hydroxyl bonds. On the other hand, ZIF-8’s absorption
spectrum is more populated and presents sharper peaks,
showing the presence of secondary amines (3350-3310
cm™1), and alkene groups (3100-3000 cm™1) (Sigma Aldrich
n.d)). The combined pellets display merged spectra
(of ZIF-8 and binder), with a noticeable broad dip in
transmittance at 4000-5300 cm ! showing the incorporation
of the binder without any chemical reactions having taken
place (as no new peaks were present).



Table 2: True compositions of each pellet calculated using the mass balance Equatz’ons@and@ and their new names for further analyses.

Pelletisation Proposed Mass Composition| True Calculated Composition| pejjet Name

Pressure (tonne) (ZIF-8:MCB) (ZIF-8:MCB)

1 70:30 70:30 ZIF-8/MCB 70:30, 1 tonne
0.4 70:30 65:35 ZIF-8/MCB 65:35, 0.4 tonne
1 80:20 65:35 ZIF-8/MCB 65:35, 1 tonne

3.5. Effect of binder content

3.5.1. Mechanical strength

Figure 7: ZIF-8/MCB pellets - from left to right, ZIF-8§/MCB 70:30 and
ZIF-8/MCB 65:35, both pelletised at 1 tonne.
Figure [7|shows images of the ZIF-8 pellets pelletised with
both 30% and 35% methylcellulose/bentonite. It was
observed that as the binder content increased from 30%
to 35% there was an increase in pellet strength, following
expected trends. This is a result of the methylcellulose/
bentonite working as a glue to hold the ZIF-8 crystals
together, thus imparting strength onto the pellet. These
results further substantiate the notion that increasing binder
content will ensure a stronger pellet, however, the effect on
CO; uptake is also of great importance in determining the
optimum content for adsorption purposes, as identified in

section [3.5.2

To understand the impact of binder addition on a
microscopic scale, Scanning electron microscope (SEM)
imaging and X-ray diffraction (XRD) could be undertaken
to assess any changes to crystal structure, pore-blocking, or
cross-linking and interactions between binder and ZIF-8. In
this way, the effect of varying binder content can be better
evaluated, but this is beyond the scope of the current work.

3.5.2. Adsorption properties

After the degassing process, volumetric CO, adsorption
isotherms at 298 K were obtained for the formed pellets
containing ZIF-8 and methylcellulose/bentonite binder,
as displayed in Figure [§f Comparing the 70:30 1 tonne
and 65:35 1 tonne, it is observed that both pellets
display a decrease in adsorption capacity compared
to the ZIF-8 powder. The drop in uptake compared
to pure ZIF-8 is correlated to the amount of binder
added, suggesting that at pressures below 1 bar, the
adsorption equilibrium properties of ZIF-8 crystals within
the combined pellets remains unaltered. The decrease in
COy capacity is therefore a result of low CO; uptake by
additional methylcellulose/bentonite binder present, not
pore blockage.
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Figure 8: Comparison of CO; isotherms for varying methylcellulose/bentonite
binder content.

It is worth noting that (as shown by the red scatter in
Figure ), the methylcellulose/bentonite binder exhibits
CO, adsorption capabilities. This is expected as bentonite
is a known adsorbent of CO;. The CO, adsorption on the
binder is non-negligible and contributes to the adsorption
capacity of the pellets, proving its compatibility with ZIF-8
in adsorption applications.

At pressures below 0.7 bar a 5% increase in binder content
does not have a significant effect on CO, adsorption, as the
ZIF-8/MCB 70:30 and ZIF-8/MCB 65:35 plots are almost
identical. However, as the pressure increases to 1 bar, the
two curves seem to deviate, and it is observed that the 70:30
pellet adsorbs more CO, than the 65:35 pellet (around 2.6%
more at 1 bar).

This implies that at higher CO, pressures, the difference in
the micropore volume between the two pellets will result
in a larger variation of CO, uptake. With an addition of
5% of binder, it is expected that more of the pores will be
blocked by binder, thus inhibiting the CO, uptake. This can
be explained as adsorption will decrease with decreasing
micropore volume due to fewer sites being accessible and a
lower diffusion rate through the framework. To confirm this
proposition, high pressure CO, adsorption measurements
must be undertaken.

3.5.3. CO; sorption in the theoretical vs observed case

To determine whether the observed adsorption curves
aligned with the expected, theoretical graphs were plotted,
via linear combination of ZIF-8 and binder. The isotherms
for the combined pellets for each composition (70:30 and
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Figure 9: 11 a) and b): Comparison of CO, isotherms of the observed and the theoretical ZIF-8/MCB pellets compositions of 70:30 and 65:35 ratios respectively.

65:35) are displayed in Figure 9] and the theoretical lines
have been plotted for both pellet compositions. A slight
discrepancy between the scatters and lines can be seen — the
observed CO, uptake is greater than the theoretical CO;
uptake. This deviation could be explained by the error in
the composition of the binder present in each pellet, such
that methylcellulose and bentonite were not in a 1:1 ratio,
resulting in a higher adsorption capacity than anticipated.

3.5.4. Porosity

To identify the effect of binder content on the porosity of
the combined pellets, helium pycnometry was undertaken
and the results are displayed in Table 3| The ZIF-8 exhibits
a skeletal density of 1.44 g/cm3, consistent with literature
(Giang et al|2019). The porosity measurements show that
the combination of 1:1 methylcellulose /bentonite powder
has a 9% higher porosity than pure ZIF-8, despite the binder
having a significantly lower CO, adsorption capacity.

Table 3: Table of porosities with varying binder content, from pure ZIF-8 powder
to pure methylcellulose/bentonite.

Pellet

Porosity [%]

Pure ZIF-8 powder 30.59
ZIF-8/MCB, 70:30, 1 tonne  34.37
ZIF-8/MCB, 65:35, 1 tonne 33.35
Pure MCB powder 39.67

It has been reported that CO; sorption is not governed
by total pore volume, but instead by pores smaller than
a certain diameter (Presser et al|[2011). The study noted
that at lower pressures, micropores contribute the most
to CO, uptake. This indicates that the high porosity of
the methylcellulose/bentonite binder is a result of larger
macropore volume as opposed to micropore volume, which
would not contribute to its adsorption capacity. The
porosity difference between the two pellets is negligible
at this pressure range, indicating that for a 5% increase in
binder, there is no significant pore blockage of ZIF-8, which
supports the earlier hypothesis.

Nitrogen sorption and mercury intrusion tests could be
carried out to determine complete porosity distribution
encompassing micropore to macropore regions, to better
quantify how additional binder content effects the porous
network of ZIF-8.

3.6. Effect of pelletisation pressure
3.6.1. Mechanical strength

I
Figure 10: From left to right ZIF-8/MCB 65:35 at 0.4 tonne and 1 tonne.
Figure [10|shows images of the pellets formed at different
pelletisation pressures. It was observed that increasing
pelletisation pressure resulted in a more mechanically stable
pellet. The pellet formed at 1 tonne pellet was more
compact and less prone to crumbling than the 0.4 tonne
pellet, thus it was able to better withstand regular handling.
This suggests that mechanical resistance is improved with
increasing pressure, likely due to the densification of the
particles causing both the binder and ZIF-8 particles to

better agglomerate together.

3.6.2. Adsorption properties

Figure illustrates the CO, adsorption isotherms
measured to evaluate the effect of pelletisation pressure
on performance of the pellets. It is apparent that increasing
pelletisation pressure has little impact on the CO; uptake,
as there is a negligible reduction in CO, sorption between
the two pellets. This indicates that within the pressure
range measured, the micropore structure of ZIF-8 is
still conserved with additional compression, despite the
observable compaction.



These results suggest that a higher pelletisation pressure of
1 tonne is preferred to ensure a mechanically stable pellet
without compromising its adsorption properties. To further
identify variations in porosity and pore size distribution
with increasing pelletisation pressure, N, sorption can be
undertaken, and higher tonnages can be tested.
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Figure 11: Comparison of CO, isotherms for varying pelletisation pressure.
3.6.3. Porosity

Table 4: Table of porosities with varying pelletisation pressure, from pure ZIF-8
powder to pure methylcellulose/bentonite.

Pellet

Porosity [%]

Pure ZIF-8 powder 30.59
ZIF-8/MCB, 65:35, 1 tonne  33.35
ZIF-8/MCB, 65:35, 0.4 tonne ~ 34.52
Pure MCB powder 39.67

The sample pressed at 1 tonne has a 1.17% lower porosity
than the sample pressed at 0.4 tonnes. This decrease in
porosity may be explained by the pore structure collapse
caused by compaction, resulting in a decrease of overall
pore volume. Along with the results from CO, adsorption,
this indicates that the reduction of macropores under
compression is more significant than the reduction of
micropores. This is supported by literature which suggests
the reason for this is because the deformation in larger
pores is greater and hence their volume reduction is more
notable than that of smaller pores (Malekian et al.|[2019).
As volume is a function of the radius, the same percentage
decrease in radius for both larger and smaller pores will
result in a greater volume decrease for larger pores.

To identify macroporosity within the samples and better
assess how compression affects the microscopic structure of
the formed pellets, mercury intrusion and SEM experiments
should be undertaken in future studies.

4. CONCLUSION

In this work, various pelletisation routes to shape
ZIF-8 crystals into mechanically stable pellets have been

investigated, and the resultant shaped bodies have been
characterised to analyse their physical and adsorption
properties. Three different binders, binder fractions
and two pelletisation pressures were evaluated with
mechanical and thermal stability tests, adsorption and
porosity measurements. ZIF-8 displayed potential for
successful pelletisation with the aid of specific binders
and hydraulic pressing. Methylcellulose and bentonite
in a 1:1 ratio has been identified as a promising binder to
formulate mechanically and thermally stable pellets with
ZIF-8 crystals for adsorption applications.

Within the parameters tested, the optimal pelletisation
route was found to be a methylcellulose /bentonite binder
content of 35% and a pelletisation pressure of 1 tonne.
Adsorption experiments indicated that ZIF-8 has retained
its microporous structure and adsorption capability within
the shaped pellet.

There is significant potential for further investigation,
such as a more comprehensive understanding of how the
parameters varied will affect:

i Adsorption capacity at a higher pressure using high
pressure CO;, sorption,

ii BET surface area and complete pore size distribution
using N sorption and mercury intrusion porosimetry,

iii Crystalline structure using XRD and SEM imaging.

Further work testing a wider range of binder types,
binder content and pelletisation pressures is crucial in
optimising these parameters for pelletisation of ZIF-8.
Finally, investigation of pellet size, effects of temperature
and the reusability of the pellets for several adsorption
cycles will reduce the knowledge gap and improve issues
in the effective shaping of ZIF-8 for adsorption applications.
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Modelling of Cellulose Pyrolysis in a Wire-Mesh Reactor
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ABSTRACT

Cellulose pyrolysis is a key process for biomass conversion, but its study is complicated by secondary
reactions. Primary pyrolysis reactions can be better studied in a wire-mesh reactor (WMR), which
suppresses secondary reactions. This study set out to model the pyrolysis of a cellulose particle in a
WMR. Modelling efforts focused on high heating rates (up to 1000 K/s), which are currently less well
understood. Three models of increasing complexity were built in MATLAB. Model 1 predicted the product
yields from a uniformly heated cellulose particle based on the Broido-Shafizadeh model of reaction
pathways and was shown to generally agree with experimental trends. Model 2 restricted direct heating to
the particle surface and assumed that conduction dominated intraparticle heat transfer. The results
showed negligible intraparticle temperature gradients, assuming a uniform particle surface heating profile.
The heats of reaction had no significant effect on the temperature profile. Model 3 therefore neglected
reactions and focused on conductive, convective, and radiative heat transfer at the particle surface with a
modified 3-D particle design. The results showed that homogeneity of the particle surface temperature
depended on particle geometry, particularly mesh contact area.

Keywords: Wire mesh reactor, WMR, cellulose, pyrolysis, model

Background
Pyrolysis is the process of thermal decomposition of

materials at high temperatures in the absence of
oxygen. Pyrolysis provides an attractive pathway for
converting biomass to high-energy-density products
with simple handling, storage, and refining. With
cellulose being the most abundant polymer on

Earth and accounting for approximately 40% of
biomass [1], understanding cellulose pyrolysis is
key to understanding biomass pyrolysis as a whole.

Cellulose pyrolysis has primarily been described by
the Broido-Shafizadeh (B-S) model [2]-[4], where
cellulose is initially converted to an intermediate
“active cellulose”. This intermediate then further
decomposes via two competitive pathways: one
producing non-condensable gases and biochar, and
the other producing condensable vapours. The
main volatile product of cellulose pyrolysis is
levoglucosan (LGA), with lighter volatile products
including pyrans, furans and light oxygenates [5].

To better understand primary pyrolysis reactions,
experimental work has been done using wire mesh
reactors (WMRs). Research groups from numerous
institutes around the world have been involved in

developing this reactor since the first electrically
heated WMR was developed in 1964 [6].

In a WMR, a single layer of particles is held
between two wire meshes to which precise and
rapid heating rates (>1000 K/s) can be applied. The
monolayer setup prevents interparticle reactions.
An inert sweep gas (e.g. helium) is also passed
through the sample to enable rapid product
separation and suppression of secondary reactions.
The preserved primary products are then swept
through a liquid nitrogen-cooled cold trap, which
condenses volatile products to liquid (tar). Full
descriptions of the experimental setup can be found
in other papers in the literature [7] [8].

There has been experimental work done on
pyrolysis of fuel materials in WMRs, including
cellulose [9] [10], and modelling of cellulose
pyrolysis in other reactors such as fluidised bed and
fixed bed reactors [11]. However, comparatively
little research has been conducted into modelling
cellulose pyrolysis specifically in a WMR.

This study aims to model the pyrolysis of a cellulose
particle in a WMR via a variety of computational
methods. Model parameters were obtained from



literature, and results were compared primarily with
experimental results from Yu et. al [12] using the
WMR at Imperial College London. Three models of
increasing complexity were built, with the latter two
models accounting for heat transfer and aspects of
particle geometry.

The methodologies and results from each model
are presented in their order of implementation, as
each model design was informed by the results
from the previous one.

General Methods
Modelling software

Modelling was primarily done using MATLAB.
SolidWorks was also used for designing 3-D
particle geometry and AutoCAD was used to
visualize the 2-D configuration of the particle and
wire mesh.

Internal structure

Literature values for cellulose porosity range from
30-80% [13]-[15]. However, during pyrolysis,
cellulose fibres will be consumed, making porosity a
function of residence time. For model simplicity, the
cellulose was modelled as a rigid non-porous
particle, the implications of which are discussed in
Model 2.

Mass transfer limitations

Previous papers modelling cellulose pyrolysis
[16][17] have assumed that diffusive mass transfer
within the particle is negligible compared to
convection, since any volatiles formed can (be
assumed to) travel easily to the particle surface due
to the porosity of cellulose. Since a WMR also
makes use of an inert sweep gas to aid mass
transfer within and away from the particle, there
were assumed to be no mass transfer limitations for
gaseous products.

Particle and mesh geometry

A spherical particle geometry was primarily
assumed, except for in Model 3, with a particle
radius of 79 ym based on an average from the 106—
150 um experimental particle size range [12]. A wire
mesh aperture (diagonal) of 63 ym, and wire

diameter of 40 um were used [18]. A 2-D layout of
the mesh and particle is shown in Figure 1.
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Figure 1: 2-D layout of wire mesh and cellulose particle, drawn
in AutoCAD

Heating process

The particle is heated from room temperature (298
K), with heating applied to different parts of the
particle in each model. Due to the instrument-
particle contact area being relatively large, it was
assumed that there was no thermal lag from
instrument-particle resistances [19]. Thus, it was
assumed that the wire mesh and the particle
surface in contact with it were at the same
temperature.

The WMR referenced for this study utilised a very
precise temperature control system with only slight
deviations [20]. Thus, the wire mesh temperature
(Trmesn) profile was modelled as a linear ramp with a
gradient equal to the heating rate and ending at a
constant setpoint, as shown in Figure 2.

A Rkl i

(Ut [ a:

Figure 2: Temperature-time heating profile of WMR, with a
heating rate of 1000 K/s and a setpoint temperature of 598 K



Heating rates were varied between 1 K/s (low) and
1000 K/s (high), and setpoint temperatures were
varied between 598 K, 723 K, and 798 K so the
effects of these parameters on product yields and
heat transfer could be explored.

Model 1 - Methods
(CeH1005)x(s) — (CeH1005) (1)

(CoHip05)'n ——— 4.7n.C(s) + 131 CO,(g)
+24n H,0(g) + 2.6n Hy(g) @

(CeH1005)"n — n(CeH1005)(9) (3

Cellulose pyrolysis was modelled on the B-S
reaction scheme, as introduced in the background
section of this report, and seen in equations (1) - (3)
[21]: Reaction (1) for the conversion of cellulose to
an intermediate state; Reaction (2) for the
decomposition of the intermediate to gases and
biochar (carbon); and Reaction (3) for the
competitive pathway to condensable volatiles. LGA
was assigned as the sole condensable vapour due
to it being the main component produced in reaction
3. Competitive pathways for cellulose to
decompose to lighter derivatives were not included
in this model. All reaction rates r; are first order with
respect to reactants, with A; and i=1,2,3, and
referring to the reactants of the respective
reactions:

N = kiCAi (4)
Rate constants k; follow Arrhenius behaviour:
Eaj (5)

ki = kose RT

Kinetic data was taken from Bradbury et.al [4],
shown in

Table 1, along with thermodynamic data from Cho
et.al [21].

Table 1: Kinetic and thermodynamic data taken from literature

Reaction | log1o ko[4] | E4 [4] AH [21]
(mol) (kd mol- | (kJ mol")
")
1 19.45 24267 | -0.75
2 10.12 153.13 -170.17
3 14.50 197.90 121.38

Mass balance equations are shown:

dn(CeHwOs)n - —r (6)
dt -t
AN (cqty405)m - — 1 — 7T (7)
dt 1 2 3
dnproducts,r2_3 (8)
———————— =T3V
dt 2,3Y2,3

With v, 5 referring to the stoichiometric coefficients
of the products in Reactions 2 and 3.

Equations (6) to (8) were solved computationally
using the Runge-Katta method (MATLAB ode45
solver) to model a particle of pure cellulose as a
single reacting “block”. The temperature of the
whole particle was assumed to follow the T,,csn
temperature profile exactly, with no intraparticle
temperature gradients.

Results from this model were compared with
experimental results [22] showing the weight
percentages at certain holding times after the
setpoint temperature was reached, with the species
classified as seen in Table 2 below.

Table 2: Classification of reaction species according to states of
matter

States of matter | Species

Solid Cellulose, Active cellulose, Char
Liquid LGA

Gas COz2, H20, H2

Active cellulose was classified as a “solid” product
because it is a short-lived transition species that
very rapidly decomposes to other products. LGA is
initially produced in gaseous form, but it was
assumed in the model that all LGA is condensed to
liquid by the cold trap, which is at liquid nitrogen
temperature (between 609 K and 624 K) [23], which
is below the boiling point of LGA of 658 K [24].

Model 1 - Results

Table 3 shows the model results (shaded) and
experimental results (non-shaded) Generally, the
model agreed with experimental trends, but there
were minor discrepancies with certain results.



Table 3: Composition results from Model 1 (shaded) compared

with experimental results from Yu. et al [12]

Solid residue (wt%) Liquid (wt%) Gas (wt%)
Setpoint Heating | Holdin | Model Experiment | Model 1 | Experiment | Model | Experiment
Temperature | rate g time 1 [12] [12] 1 [12]
(K) (K/s) (s)
598 1 15 98.7 81.5+1.8 1.1 10.1£24 0.2 8.4
723 1 15 5.1 46+0.3 854 | 855038 9.5 9.9
798 1 15 0.5 25104 854 | 86.0%+0.6 9.5 11.5
723 1000 15 2.3 3.7+0.3 935 | 85.0+£0.3 4.3 11.3
798 1000 15 1.4 1.2+0.2 96.0 | 86.7+1.2 2.6 121
598 1000 15 99.5 96.1+£0.7 0.4 —(**) 0.1 —(**)
598 1000 300 56.9 53.7+1.3 35.6 | 36.3+2.2 7.6 10.0
598 1000 1200 13.5 196+1.4 713 | 697124 15.2 10.7

When heating to 723 K and 798 K, with both low
and high heating rates, Model 1 agreed closely with
experimental data after 15 s of holding time: a high
degree of solid decomposition, with most of the
original mass converted to liquid, and a small
amount to gaseous products. However, at high
heating rates, Model 1 slightly overpredicts liquid
production (~95 wt% predicted vs ~86 wt%
experimentally) and underpredicts gaseous
production (~3% predicted vs ~10%
experimentally). A possible explanation for this is
that at high temperatures and heating rates, the
model fails to account for large cellulose fragments
at the surface of the particle that could have broken
off and been carried away by the sweep gas before
complete decomposition into volatiles could occur.
This behaviour has been described in previous
studies [25][26] and would have negatively
impacted experimental liquid yields. Since
experimental gas yields were calculated by
difference, this phenomenon could explain both
differences between Model 1 and Yu et al. results.

With slow heating to 598 K, Model 1 shows
significantly less solid decomposition (98.7 wt%
residue), and practically zero gas products. A
possible explanation for this is that the study in
which the model parameters were developed [4]
had different experimental conditions to Yu et al.,
with larger particles and a less efficient reactor
setup. This could have led to higher instrument-
particle thermal resistance, which in turn would
have resulted in higher measurements for activation
energy. Using this kinetic data would then cause
Model 1 to underpredict solid decomposition when
applied to a more efficient experimental setup,

which would be especially pronounced at low
heating rates and temperatures.

For fast heating to 598 K, after 1200 s holding time,
Model 1 predicts more solid decomposition to gases
than the experimental results show. This indicates
that conversion of cellulose to gases happens
predominantly on the particle surface and early in
the heating process [25]. Amorphous surface
cellulose undergoing decomposition to char and
gases before being depleted was hypothesized by
Yu et al. to be why experimental gas yields stayed
about the same (~10 wt%) regardless of holding
time. Model 1 failing to account for this may explain
why it predicts solid decomposition to gases to
proceed longer than it should.

Model 2 - Methods

Model 2 considered the cellulose particle as a rigid
solid sphere with an unchanging internal and
external structure. It was assumed that only the
particle surface temperature (T, 4. ) followed the
Tmesn heating profile. Heat transfer to the centre of
the particle was assumed to be dominated by
conduction through cellulose nanofibers, the
conductivity A.yr of which was modelled using
equation (9) [27]:

Aewr = (0.0787 + (2.73 x 10T (9)
—(7.6749 x 1075) T2
2
+ (84637 x 107°) T%) (ﬁ)

Po
For the purposes of this study, p = p, = 1350 kg/m3

sothatZ =1
Po

Isobaric heat capacity for cellulose was modelled
using equation (10) [28]:



Cp = 6.0T — 657.8 (10)

Equation (12) was added to account for the energy
balance for each component i respectively:

c ar 0 Jy aT AH (11)
p Pg—a( CNFa)_.Z ii

=123

with x denoting the radial direction, and AH; taken
from Cho et. al [21]

Equations (1) - (11) were solved as a system of
PDEs at each small slice in the radial direction. An
even distribution of cellulose within the initial
particle was assumed. The final composition was
taken as the average composition across all the
slices at each point in time, as instantaneous mass
transfer of gaseous products was assumed. The
difference between Ty, 4., and the particle centre
temperature (T .n:re ) Was calculated across the
heating period to observe the effect of intraparticle
temperature gradients.

No-flux boundary conditions were implemented at
the particle centre for heat and each chemical
species to ensure conservation of mass and
energy.

Model 2 - Results

Model 2 was built to investigate if intraparticle
temperature gradients could better explain the
minor discrepancies in Model 1. To illustrate this,
the difference between Ty, rqce @Nd Teentre » AT s,
was plotted.

Figure 3: Plot of AT ¢_. against time for slow heating (1 K/s)
to setpoint temperatures of 598 K, 723 K, and 798 K

For slow heating, the low rate of heat transfer
resulted in negligible intraparticle temperature
gradients, with a peak AT ;_. of 0.025 K, shown in
Figure 3. Conversely, for fast heating, AT ,_. was in
the range of 4-10 K during the temperature ramp-up
period, as seen in Figure . For both slow and fast
heating rates, AT ,_. was only positive for as long
as it took for T,,.; to reach the setpoint before
quickly subsiding to zero.

T e mhare

Figure 4: Plot of AT _. against time for fast heating (1000
K/s) to setpoint temperatures of 598 K, 723 K, and 798 K

The highest AT ,_. reached was 9.7 K, for a
setpoint of 798 K. However, this did not cause a
noticeable difference in reaction rates inside the
particle, as Model 1 and Model 2 composition
results were essentially the same for all heating
rates and setpoints (Table A 1 in the Supplementary
Material) Heats of reaction were also removed from
the model, and no significant change was seen in
the resultant temperature profile and compositions.
This indicates that intraparticle conduction is
sufficient to ensure a near-homogeneous
temperature profile within the particle throughout
the heating process.

It should be noted that Acyr and C, have not been
experimentally validated for the full temperature
range of this study. A1.yr has only been validated up
to 300 K [27] and C,, up to 433 K [28], as those
studies investigated properties of cellulose below
the range for pyrolysis. In general, however,
thermal conductivities and heat capacities of solids
increase with temperature due to additional
contributions from rotational and vibrational
energies. In addition to that, Model 2 has not
accounted for the changing internal structure of
cellulose during pyrolysis. Decomposition of



cellulose fibres would lead to reduced conduction,
but an increase in intraparticle radiation via the
pores [16].

Model 3 - Methods

Based on previous results, Computer-Aided Design
(CAD) was used to model a solid cellulose particle,
allowing more complex geometry to be shown.

2-D layouts of the particle and wire mesh were
modelled in AutoCAD based on experimental data,
as shown in Figure 1. These were overlayed in
different positions to approximate the contact areas
between the particle and mesh, samples of which
are shown in Figure 5. These areas were averaged,
then a spherical particle compressed at both ends
was modelled using SolidWorks, with its non-curved
surfaces having an area equal to the average
contact area (Figure 6). These surfaces were
modelled as the surfaces heated by the two wire
meshes. Other solid models with decreasing
contact areas were built from this baseline model
and applied in Model 3 to investigate the effect of
particle geometry. Two examples are shown in
Figure 7.

A heat flux boundary condition was added on the
particle surface not in contact with the mesh. The
flux (qgaqin) Was defined in terms of the heat loss
from convection (G onvection), heat loss from particle
radiation to the surroundings (qparticie raq) @nd heat
gained from mesh radiation to the particle surface
(qmesh rad)a as shown in Equation (12) convection
and qparticie raa Were defined with Equations (13)
and (14).

qgain = Qmeshrad — qpa‘rticle rad — Yconvection (12)
Gconvection = h(Tsurface - Tamb) (13)

— 4 4
qpa‘rticle rad — O¢&cell (Tsu‘rface - Tamb) (14)

An attempt was made to analytically find g,esn raa
by integrating the flux contributions to infinitesimal
particle surface elements, but this proved
computationally infeasible. Instead, it was assumed
that the radiation from a given double-layer mesh
area 2L*was distributed evenly over the exposed
particle surface A, giving Equation (15):

2L2 O0&mesh Tmesh4 (15)
Qmesh radiation = A

14

A full description of the analytical attempt can be
found in the Supplementary Material.

8d

Figure 5: Sample particle-mesh contact area approximated
from overlaying 2-D layouts

T
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Figure 6:

(shown left) Average mesh-particle contact area (shaded)
overlayed on particle cross-section and (shown right)
“Compressed 1” solid model built in Solidworks

09

Figure 7: (Shown left) Compressed 1 (baseline) and (shown
right) Point source solid models



Model 3 - Results

The key parameter AT, was calculated from the
Model 3 predictions. AT; is the difference between
Tesn @nd the surface temperature on the particle
equator (which is defined as the line around the
widest part of the exposed surface) at any given
time.

AT, was found to be heavily dependent on the
chosen particle geometry (Figure 8): The peak AT,
(designated AT .4, ) ranged from 64.7K for the
point source model to 2.3 K for Compressed 1
model.
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Figure 8: AT, for different compressed models for fast
heating (1000K/s) to 798K

This trend is due to two complementary effects.
Firstly, a greater contact area with the mesh
increases the conductive heat flux into the particle.
The particle then heats faster and AT .4,
decreases. Secondly, the more compressed models
have a reduced distance between the flat
conducting surfaces and the particle equator. This
gives a steeper temperature gradient, which results
in faster conduction due to Fourier’s law and thus
reduces AT gy

As shown in Figure 8, the initial increase of AT is
equal to the mesh heating rate (1000°C/s) for all
model geometries apart from Compressed 1. This is
because the heating of the particle equator is
negligible over the first solver timestep, apart from
with the geometric setup that optimizes conduction.

Figure 9: SEM micrography of cellulosic biomass particles [29]

Scanning electron microscopy from Yu et al. (Figure

9) shows that cellulose particles actually have
irregular, non-spherical geometries. The rough
surfaces would give a larger area for contact with
individual wires within the mesh than would be
possible with flat surfaces on a particle of similar
radius. The proportion of the surface area available
for conduction will be greater than that of the point-
source model (0.5%), particularly when the mesh is
modelled as individual wires rather than a plane.
The particle would be better modelled by one of the
compressed models, which predict a value of

AT 14, Of 22.0K for Model 4 and smaller values for
the more compressed models.

After the mesh has reached the setpoint (at 0.5s in
Figure 8), AT 1,4, reaches different non-zero value
at steady-state. This is because of the balance of
fluxes at the equator, as shown for Compressed
Model 1 at 798 K setpoint in Table 4.

Table 4: Heat fluxes in Model 3 on the equator (non-heated
surface) of Compressed 1

Flux (W/m?)
Qmesh rad 4698
“Gparticle rad -21365
“Gconvection -7827
Qgained -24494




Qgainea 1S dominated by the outgoing heat flux
dparticte raa Father than the incoming heat flux

Qmesh rad PECAUSE €051 > Emesn- If the mesh were to
be coated by the reaction products, ¢,,.., could
increase until qg4ineq Was positive. However, the
assumption that there are sufficiently many
reflections between the plates with negligible
absorption to scatter the radiation evenly over the
particle surface would no longer be valid due to
Kirchoff’'s law of thermal radiation.

The effective wire mesh surface area assigned to
each particle for radiation (2L?) is sensitive to the
density of cellulose particles in the monolayer and
the percentage of the wire mesh plane occupied by
wires and gaps.

Conclusion

Model 1 agreed very well with experimental values
if the temperature within the particle could be
considered homogeneous throughout the heating
process, and Model 2 indicated that this is
achievable if the entire particle surface is heated
equally. Model 3 indicates that good particle-mesh
contact area would allow for a homogeneous
surface temperature.

However, there are multiple areas for improvement.
Better characterisation of the different regions in a
cellulose particle (amorphous surface vs crystalline
body) and the respective reaction phenomena in
each region would offer better insight into
composition differences. Modelling changing
intraparticle structures and porosity, as well as
intraparticle radiation would give a better
understanding of temperature gradients within the
particle. With more experimental data, a more
accurate solid model could be built that accounts for
geometric irregularities including surface
roughness. Lastly, an analytical model for
reflections of the mesh radiation between the mesh
surfaces would give a better approximation of
particle surface temperature effects. Integration of
the reaction modelling from Model 1 & Model 2 with
the geometry and heat transfer modelling of Model
3 would offer a more comprehensive view of the
process.
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lonic Liquids Waste Treatment Modelling and Optimization
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Abstract The scientific researcher was driven by the challenge of water scarcity to develop efficient
wastewater treatment systems for reuse. Although ionic liquids have been used in a variety of industrial and
analytical separation processes, their use in wastewater treatment, particularly for the removal of organic
contaminants, has yet to be fully investigated. In this report, we are focusing on separating organic
components from the households and industrial dyes factory wastewater using ionic liquid. Three main
parameters which affect the efficiency of the extraction process are being discussed in the report. The target
of this project is to develop a simulation model of an ionic liquid liquid-liquid Extraction process using software
Aspen Plus V.11 and assess its feasibility of VOC reduction at an industrial scale. The final model setup can
achieve a VOC reduction rate of 87.6 %. The Techno-Economic Analysis (TEA) led to a unit operating cost of
$1.9 /m3. A sensitivity analysis was performed to identify parameters that could affect operation cost and VOC
removal efficiency of the process. Moreover, the simulation result of ILs liquid-liquid extraction is compared
with two other popular treatment methods to justify the IL LLE performance.
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1.Introduction

To satisfy people's future needs, it has become
necessary to treat and purify wastewater. Various
treatment techniques have been used to transform
wastewater into a usable form, with the
combination of an innovative technology-oriented
approach and a traditional process proving to be
effective. In comparison to other materials, the use
of ionic liquid for the treatment of wastewater
containing organic pollutants has shown positive
results, demonstrating strong selectivity, stability,
and adsorption capabilities.[1] Therefore, the usage
of ionic liquid in wastewater treatment is proven to
be worthy. On the other hand, the application of
ionic liquid to the traction process is affected by
several factors which we will discuss these key
findings in detail. lonic liquids, on the other hand,
are possible persistent aquatic contaminants due to
their water solubility and limited biodegradability.
They may also be transferred to deeper soil layers
and pollute groundwater, including drinking water,
due to their poor sorption to soil particles. As a
result of their limited biodegradability and toxicity,
which are unfavourable compared to conventional
chemicals if left untreated, there are certain
worries concerning their disposal and end of life. To
better understand their environmental
characteristics, there is a need to model their end-
of-life fate and exposure to quantify their
environmental impact at the end of their life cycle.
In addition, since they are disposed of at some point
after their use, the waste contaminated with ILs
needs to be treated using waste-treatment
technologies before they can be discharged to the
environment. In this report, we will focus on
exploring and modelling waste-treatment systems
involving ionic liquids and evaluating their Techno-
economic.

1. Background

lonic liquid (IL) is defined as a saltin the aquae state
below certain arbitrary temperatures, such as 100
°C (212 °F). While ordinary liquids such as water and
petrol are predominantly made of electrically
neutral molecules, ionic liquids are largely made of
ions. They are organic salts with unique
physicochemical properties, including low melting
points, negligible vapour pressure, high thermal
and chemical stability, and high solubility in both
water and lipids (amphiphilic). The special
characteristic of the ILS in removing volatile organic
pollutants (VOCs) has shown potential for new

wastewater treatment technologies. Between 2012
and 2018, 900—1100 papers on "ionic liquids" were
recorded in PubMed, with the great majority
focusing on technical and chemical issues. lonic
liquids have been dubbed a "silent revolution in
material science," and their use, emission to the
environment, and human exposure are all
projected to skyrocket in the near future. (IL
advantage /Industrial background relating to
Wastewater treatment)
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Figure 1 The structure of the ionic liquid and the typical dyes in
this study: (a) ionic liquid [BMIM][PF¢]; (b) Reactive Black; (c)
ionic liquid [N1sss] [SCN];(d) Methylene Blue.

1.1. Parameter definition

To understand how different parameter affects the
performance of wastewater treatment, there are
several important variable and definition to
introduce.

Removal efficiency (R, %) and experimental
distribution coefficient (D) values of dyes
between ionic liquid and aqueous phases were
calculated using the following equations:

R = %0y 100 (1)

Caq,0
D= (Caq,0—Caq)*Vaq (2)
Caq*Vo
V, R R
=X x——=KXx (3)
Vo~ 100-R 100-R

Where Caiq,0 and Cyq is the concentration of dyes in
the aqueous phase before and after extraction. and
Vaq and Vo are the aqueous and organic phase
volumes, respectively. Denote K= V,o/Vo, where
Vao/Vo(extraction phase ratio) is the volume ratio of
aqueous and organic phases.Vae/Vo, where



Vao/Vo(extraction phase ratio) is the volume ratio
of aqueous and organic phases.

1.2. Extraction mechanism
The Extraction mechanism can be taken as a
transfer of extracted Cation and anion dissolved in
water. The process is accompanied by an equal
number of counter-ions which is ANI for anion and
CAT for cation. The equations are listed below.

Aniag +DYEag=ANiorg +DYE ory (4)
Cataq *+DYEaq'=Catorg™+ DYEorg*  (5)
Here is an example:

KNag +PF6org =KNorg +PFsaq (6)

G2RCog'+BMIMorg*=G2RCorg +BMIM,*  (7)

After thorough research on the organic compound
extraction process, the efficiency is found to be
determined by three main factors which are
temperature, PH and treat ratio.
1.2.1. Effect of Temperature and the
Transfer Thermodynamic
Properties

The extraction efficiency of the dyes increases as
the temperature rises. The extraction of a dye from
the aqueous phase into a specific IL may be thought
of as a dye transfer from the aqueous to the IL
phases from the standpoint of thermodynamics. As
the solubility of IL increase as the temperature rise,
we can be certain that the dye transfer process is
endothermic.[17]

1.2.2. Effect of pH of Aqueous Phase

The relationship of pH value and the partitioning of
dyes (Methylene Blue and Reactive Black) is
illustrated in Fig. 2 as an example. The partition
coefficient of Reactive Black rises to its summit
around pH 6. That of Methylene Blue is not
influenced by the adjustment of pH.[17]
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Figure 2 Effect of pH of the aqueous phase on removal
efficiency of dyes.[19]

As Methylene Blue possesses an electro-
symmetrical structure, charge transfer in the
Methylene Blue moiety does not modify its anionic
nature whether the acid or alkali is present.
Therefore, its removal efficiency is not influenced
by the adjustment of pH value. In neutral solutes,
Reactive Black is in a neutral zwitterionic state,
favouring the RTIL phase. The charge distribution of
the Reactive Black molecule, however, changes
under acidic or basic circumstances. In the aqueous
phase, it has a higher tendency to dissolve.

1.2.3. Effect of Extraction phase ratio
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Figure 3 Effect of extraction phase ratio on
removal efficiency of dyes[19]

In general, when the phase ratio (Vag/Vo)
increases, the dye removal efficiency falls. The ideal
extraction phase ratio, on the other hand, must be
established based on the outcomes of experiments.
The removal efficiency of dyes after extraction
decreases with the increase of phase ratio Vag/Vo.
The appropriate phase ratio was chosen in order to



obtain the greatest balance of the largest
distribution coefficient, best dye extraction
efficiency, and shortest amount of ionic liquids
needed. Figure 2 shows two example experiments
on the effect of extraction phase ratio on the
removal efficiency of dyes.[17]

1.3. Toxicity

Despite the growing usage of ionic liquids and the
potential for contamination, the negative impacts
on human health have not been examined, and
their designation as "green solvents" is not based
on any toxicological risk assessment. Various
research has been conducted to confirm the green
character of ionic liquids, with data released
indicating that, due to their relatively high toxicity
and limited biodegradability, these substances
might have a significant detrimental influence on
the environment.

The sorption, biodegradability, and toxicity of ILs, as
well as their degradation products, are critical for
their environmental impact and final fate. The
toxicity of ILs is often assessed in a variety of test
organisms (in vivo) or tissues, animal cells, and cell
fractions (in vitro). Recently, the toxicity of ILs was

3. Methodology
1.1. Model setup

Based on the ionic liquid LLE mechanism, a
Systematic Process model analysis on recovery
efficiency of liquid extraction column is first
pursued. The model can help predict the system
behavior of ionic liquid extraction columns
responding to changes in operate parameters. As
mentioned in the extraction mechanism section,
operation variables Treat ratio K, pH, Temperature,
and metal salt concentration can affect the
recovery efficiency. To reduce the complexity and
DOF in the systematic model. The temperature and
metal salt concentration are set to be fixed. And the
pH value and the treat ratio are selected as the
independent variables. From the supplemented
experimental data, the effect of pH and treat ratio
K on the removal efficiency of dye can be precisely
estimated by using the polynomial regression
method. With additional correlation, the attained
pH and treatment ratio profiles can be converted
into a systematic numerical in MATLAB. Once the
model has been set up, it can help to generate

comprehensively investigated and assessed on
different test organisms such as bacteria, yeast,
algae, nematode, water snail, water flea, kelp,
invertebrates, fish, plants, as well as in different
mammalian and fish cell cultures. Different test
systems have exhibited varying degrees of
sensitivity to ILs, implying that a test system's
trophic level impacts its susceptibility to ILs.[5]
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Figure 4 Chemical safety of ionic liquid [BMIM][PFe];
Reactive Black; Methylene Blue.

removal efficiency for any selected pH and K value
inside the optimal domain.

By using the recovery efficiency data and the
breakdown of the process, a simulation of the lonic
liquid LLE process is constructed in Aspen Plus V11.
Although, it has been reported that the ionic liquid
might be capable of removing organic pollutants.
Other organic compounds might remain in the
waste stream. Since the discharge wastewater
meet appropriate COD (Chemical Oxygen Demand)
the emission standard. An anaerobic digestion
reactor needs to be integrated into the model setup
to full remove the organic contents.

The treatment capacity for the simulation model
was estimated based on literature research. In the
model setup, an industrial waste stream combined
with household wastewater and food waste is
used. The selection of combined waste stream
aims to generalize the feed conditions, thus, to
make the simulation closer to reality. The major
VOC present in the waste stream Reactive black
KNG2RC which is a dye in textile coloring industry,
structure can be found in figure 1. The total VOC



removal efficiency is calculated by the reduction of
over the total amount of Reactive black. Detailed
feed waste stream composition can be found in
appendix 1.

The process design and simulation aimed to create
a feasible set-up to conduct a successful VOC
reduction, as well as understand the technical
feasibility to scale up a Room temperature ionic
liquid (RTIL) liquid-liquid extraction process. The
allowance discharge COD concentration for
treated water is <16mg/I>. Given the ionic liquid
might be toxic to creatures in the waterbody, ionic
liquid concertation also needs to be monitored at
the stream exit. The detailed simulation design is
included in the result and discussion section, with
a stream table describing the final discharged
stream composition.

1.2. Economic Evaluation

To perform economic analyses on the Aspen model,
the Aspen Simulation Workbook tool was used in
combination with Microsoft Office Excel 2013. The
Techno-Economic Analysis (TEA) was done by
estimating the capital cost and operating cost using
the book (Warren D. Seider, 2018)[23]. Three
significant variables were calculated to justify the
economic potential of the RTIL liquid-liquid
extraction process. TCl refers to the total capital
investment cost, where OPEX stands for the
operating expenditure. UPR represents the unit
process revenue. Among the three, TCl and FCI
were determined based on the estimated sizing and
costing of each process instrument. Where OPEX is
mainly contributed by the quantity of reagents,
utilities, selling of products and byproducts. The
equations for calculating OPEX and TCl are given
below.

Total Capital Investments (TCl)= Direct Costs + Indirect Costs + Working Capital

Operating Expenditure (OPEX)= Raw Materials Costs + Utilities Costs + General Expenses + Labor

4. Result
4.1. Systematic Process model analysis

In order to investigate the system behavior of the
ionic liquid LLE process and determine the optimal
operating point. A systematic process model is
conducted in MATLAB. The model is constructed
based on the description of the extraction
mechanism, pH value and Treat ratio are the selected
parameters.

The static extraction efficiency response surface is
illustrated in figure 5. The optimal recovery
efficiency of 83.3% is achieved at a pH of 3.53 and
treat ratio of 1.8, approximately. It is well
supported by experimentally data, that the
recovery efficiency is close to zero at high pH region.
Therefore, pH control is necessary to achieve an
optimal recovery. Generally, the removal efficiency
prefers alow treat ratio and low pH value. However,
in the actual setup, an unnecessary low treat ratio
will require an impractically large tank and a
considerable amount of ionic liquid which will
increase the operating cost dramatically. Therefore,
a slightly high treat ratio should be considered to

balance the raw material cost and extraction
efficiency.
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Figure 5 A systematic model according to the extraction
mechanism. Selected Variable pH value and Treat ratio

4.2 Process Design and Model setup
lonic liquid LLE Column

Based on literature and primary data profile, an
RTIL LLE column integrated with an anaerobic
digestor is simulated in Aspen Plus V11. The
extraction process is carried out in a single channel
multiple-stage liquid-liquid extraction column. The
treat ratio is selected to be 10 in order to balance the
operation cost and the wastewater residual time



inside the column. The wastewater and food waste
stream composition are taken from the 2018 BIE
annual report with a flowrate of 2450kg/hr and
395500kg/respectively. To justify the capability of
applying ionic liquid in a more general wastewater
treatment process. An industrial waste stream is
combined with household wastewater and food
waste and feed to the condensation tank. The final
flowrate of the combined waste stream is 505m3
per hour with a COD and VOC concentration of
100mg/l and 70mg/I.

The design overview is presented in figure 6, the
composition of treated water and product biogas
stream is also included at the bottom. On the left
of the figure6, food waste (food waste) and
domestic wastewater (wastewater) enter the 5-
column. To generalise the simulation and make the
scenario more universal and typical, both types of
wastewaters are treated in the same model. Both
forms of wastewater have pipelines that lead to a
mixer. The blended substance is then transferred
to a new mixer with the ionic liquid of choice. The
newest content reaches the separator unit after
passing through the pre-treatment tank and heat
exchanger to guarantee consistent temperature
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and PH. Figure 4 shows the output of ionic liquid
from the separator, which may be reused in the
process, in the top pipe on the right. The
separator's other output will be purified further in
the anaerobic digestion process before being
released into the environment. The extracted VOC
and ionic liquid mixture with feed will then feed to
separation column for IL recycling. Separation can
be done in a flash column. The low volatile nature
of IL can ensure an easy separation with VOC
pollutant. This separation efficiency is set to be
98%. The IL will leave at the bottom of the
separation unit and ready to be rejointed with the
new feed stream. The final discharge rate of the
treated wastewater stream is 616.72m?3/hr, the
COD concentration is 13.3mg/l. The recovery ratio
of lonic liquid is calculated to be 98%, with a
Reactive black KNG2RC concentration of
12.888ppm. Since the allowance emission COD
concertation is 16mg/Il, the process can fit the
performance criterion. The total removal efficiency
of VOC by ILLLE is 87.6%. According to an MDPI
report in 2019, an average 82.50% BOD5, 88.29%
COD reduction rate is being suggested for 23

i [ st e i Cade

Figure 6 Process Design and Simulation Model setup
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Figure 8 Treated water output composition

can be linked with the remain of ionic liquid in the
treat stream. In the simulation model ionic liquid is
recovered by reaction with sodium hydroxide.
However, since this process is mainly targeted to
remove VOC pollutants in water. The slightly lower
COD removal rate might still consider to be
acceptable.

Anaerobic digestion Reactor

An Anaerobic digestion reactor is integrated into
the system to complete the ionic liquid LLE
process. After the effluent can still be discharged
to the environment after separation from the ionic
liquid since there are still organic substances
present. Microorganisms break down
biodegradable material in the absence of oxygen
through a series of processes known as anaerobic
digestion. The reaction system inside the
Anaerobic digestion is shown in Fig.9.Notice the

complex biomass compound do not have defined
chemical formular, the number of elements in the
biological formula is in fact a relative ratio of
element mass over the total molecule mass. A
detailed table for all compound involved in the
system is attached in appendix.2. The column's
output is subsequently sent via flash column to
separate gas phase. After CO2 and CH4 have been
removed from the liquid content, the treated
water can be discharged. Both compounds are
considered process by-products that might be sold
to reduce operational costs. The result for biogas
production in this section is 1152 kg/h with a
composition of 61% CO.and 38% C H.. The target
composition for the biogas production stream was
65 w%C Hsand 35 w%CO.. Low CH4 concentration
might lead to extra cost on separation. Therefore,
the biogas stream is suggested to be sold as
electricity.

Stoichiometry Component Fractional conversion
Starch—2.592C0 - MIXED}+2.99CH 4(MIXED) Starch 1
Palmitic—=1.64BC0O5(MIXED}+11.4959CH(MIXED) Palmitic 1
Protein—=0.3325C05{MIXED)+0.5028CH4{MIXED) Protein 1
MNH4Cl=3NH3(MIXEDH-HCI {MIXED) MH4C 1
2C+2H20 = CO2{MIXED)+CH4(MIXED}) C 1

Figure 9 Reactions in Anaerobic digestion reactor column

4.3 OPEXand TC
Total Capital Investment (TCI)
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The Capital cost is consisted of three component
which are the direct cost, indirect cost, and work
Capital. The total capital investment for this
process as selected operation condition is
$6066720.The percentage breakdown of all costs
contributing to TCl is shown in Figure 10.
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Figure 11. Composition of Total operation cost (OPEX)

Raw material cost is contributed to 84.45% of total
OPEX and is recognized to be the major contributor.
The OPEX calculated for per unit wastewater is
$1.906. Based on the Number of municipalities
and amount paid for WWT ((€/m3) estimated by

v b e Lol

i the MDPI [11] Total revenue is calculated between
— -$1.759 to -$1.1802. Total average revenue
1 Lot calculated for this simulation process is - $ 1.49/m3.
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Figure 10. composition of Total Capital cost (TCl)

Average Unit  Maximum Unit Minimum Unit  Coefficient

Amount the five sections, The installation is Revenue/[$/m3]  Revenue/[$/m3] Revenue/[$/m3] of
recognized as the main contributor which account variation
for 44% of the total capital investment. The

equipment cost and General and Administrative 0.419 0.726 0.147 0.349
cost can combine as the direct capital cost which is : : : :

equivalent to 50% of the total TCI. The remain 6% is Figure 12. Paid rate of 1-unit wastewater being treated

the indirect cost.
Total Operation Cost (OPEX)

The calculated OPEX is $84434004.61, which can be
divide into 7 components. The percentage
breakdown of all costs contributing to OPEX is
shown in Figure 11.

5.1 Comparison with Existing Technology
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Figure 13 Data of ionic liquid liquid-liquid extraction
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Figure 14 Data of artificial wetland [25]
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Figure 15 Data of nano-filtration[24]

When comparing the recovery efficiency of
Artificial wetland with ILs liquid-liquid extraction,
the recovery efficiency of Artificial wetland is
typically greater than ILs. The disadvantages of time
and land consumption, on the other hand, are
evident. Artificial wetlands take far more time and
space to cleanse the same volume of water, so it is
not an easy task to scale the process up.

Nano-filtration [24] shares the advantage of ILs
liquid-liquid extraction process which can be easily
scaled up. However, Nano-filtration only has a high
recovery efficiency at high pressure, 8 bar. Such
high-pressure poses safety risks and heavy
maintenance-fee burden to the process. Besides,
the power required for the compressor to achieve
such high pressure is significant. As a result, the
energy consumption of the process is 3-4 times of
ILs liquid-liquid extraction.

Although, IL liquid-liquid extraction does not show
the best recovery efficiency. The low specifies
electricity consumption and capability of handling
high wastewater flow led to a general low energy
intensity and less land consumption. These
characteristics can reduce the difficulty when
pursuing a scale up. In general, the number
instrument, utility consumption and size of an IL LLE
process will be smaller compared with other two
technology achieving the same treat capacity.

5.2 Sensitivity analysis

Sensitivity of operating cost was assessed to
determine the most dominant factor. A +/-25%
variant in selected parameters is conduct through
the model and the respond of OPEX to the system
is shown in Table In addition, the effect of treat
ratio on OPEX and TCl is also evaluated, results
shown in the following figure.

HPStream 192 189 1005
Refrigeration 191 150 1.002
Electricity 194 187 1019
Water 195 187 1
lonicliquid 237 153 1.246
K;P0, 192 189 1009

Figure 16 Sensitivity analysis of OPEX

The sensitivity analysis indicated the variation in
ionic liquid price give most significant impact to
OPEX. This value is significantly higher than other
substrates and operation utilities. Calculation
illustrated that ionic liquid accounts for 76% of
operating costs.

The trend of change in operational costs OPEX (in
blue) and capital costs CAPX (in red) when the
treat ratio is altered from 3 to 30 can be seen in
figure 17.
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Figure 17 Change in OPEX & CAPX with treat ratio

The data shows that when the treat ratio rises, the
capital cost rises at a faster pace. It's logical since
the lower the treat ratio, the more stages there
are in the extraction process, necessitating a
bigger extractor. On the contrary, when the treat
ratio increases, the operational cost decreases at a
decreasing rate. The two analyses result generally
support with each other, where the high expense
of ionic liquid might be the key reason of an
extremely high operation cost.

6. Conclusion

Due to the special characteristic of ionic liquid to
absorb organic pollutant, ionic liquid liquid-liquid
extraction is introduced to one of the plausible
methods to treat wastewater. There are several
pros and cons in choosing ionic liquid extraction
over artificial wetland and nano-filtration which
we have discussed previously. The main dilemma
of this technology is the exceptionally high cost of
ionic liquid. It shows immaturity in the current
technology over production or usage of ionic
liquid. In recent future, it is expected that the
technological advancement in the field will lead to
universalization of ionic liquid usage and hence
reduce the cost. Until then, the process of ionic



liquid liquid-liquid extraction is considered not
worthy as the cost out weight the benefit that
comes with it. In terms of future aspect, more
research and experiment can be done to
investigate what other factors are concerned in
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Metal electrodeposition to mitigate resistive losses associated with
scale up of photoanodes in photo-electrochemical reactors

Authors: Euichul Jeong & Chris Lawrence

ABSTRACT

Photo-electrochemical (PEC) reactors are potential technology for green hydrogen synthesis. In this paper,
the problems that arise from scale-up of PEC reactor photoanodes consisting of semiconductors, namely
WOs3 and BiVOs4, deposited on a fluorine-doped tine oxide, FTO, substrate are highlighted. Metal
electrodeposition is explored as a technique to mitigate resistive losses of the FTO substrate upon reactor
scale-up. In particular, the suitability of molybdenum over nickel to this semiconductor pairing using band
theory is described. Molybdenum, however, is difficult to deposit on FTO and has not been thoroughly tested
in the literature. Therefore, experience developed from nickel electrodeposition on FTO is applied to
molybdenum deposition. A pretreatment surface reductive procedure, originally intended to increase the
adhesion of nickel deposits on FTO, was found to form an intermetallic layer consisting of iron and tin on
the substrate. The presence of iron improved subsequent molybdenum electrodeposition by: i) catalysing the
deposition of molybdenum on FTO and ii) increasing the adhesion of molybdenum deposits. An optimum
molybdenum depositing current density was found to be ~5 mA c¢cm for 2 hours through SEM and EDS
analyses. At these conditions, carrying out the pretreatment procedure doubled the observed molybdenum
deposits compared to depositing on untreated FTO.

Keywords: Electrodeposition, Molybdenum, Nickel, FTO, Catalysis, Pretreatment

scarce resource (EU Science Hub, 2020), and

1 INTRODUCTION

Photo-electrochemical (PEC) reactors are a

could potentially deliver initial lower capital
costs, which will decrease the level of risk

promising technology with potential to support a investors may associate with the technology

green hydrogen economy. In order to reach 5 GW
capacity of low carbon hydrogen by 2030, as
declared in “The Prime Minister’s Ten Point Plan
for a Green Industrial Revolution”, green
hydrogen production methods need to be
developed (HM Government, 2020). Currently, a
PV-powered electrolyser setup can deliver
hydrogen at a cost of $6.22/kg, compared to a
recent figure for PEC reactors of $8.43/kg
(Bellini, 2020). However, there is a strong
argument for further development of PEC
reactors: they require no platinum, which is a

(Gritzel, 2001).

2 BACKGROUND

2.1 PEC REACTORS

The function of a PEC reactor depends strongly
on a particular characteristic of semiconductors.
Owing to the energy separation of a
semiconductor’s conduction and valence bands,
electrons, given enough solar energy, can ‘jump’
up from the valence to the conduction band. They

leave behind a positively charged hole, h*,



which promote the oxidation of water into
oxygen and hydrogen ions. These hydrogen ions
are then reduced to from hydrogen gas. The
equation for the photon absorption and electron +
hole generation process is as follows:

Semiconductor n
hvy ——— > e "+ h

(1)
n Photooxidation +
4h* + H,0 ————— 0, + 4H @
Reduction
4H* + 4¢e- — 2H, 3)

Figure 1 describes how this reaction procedure
commences at the semiconductor-electrolyte
interface. Energy from the sun, hv, strikes the
semiconductor and excites the electron from the
valence to the conduction band (2). The electron
will travel across a series of materials before it
enters the circuit and journeys to the counter
electrode to reduce hydrogen (3). It is this
journey that is of concern; problems with energy
loss immediately arise as a result of scale-up
owing to the fundamental properties of the

materials involved.
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Figure 1: Water oxidation and reduction reactions
at the semiconductor-electrolyte interface and
metal-electrolyte interface, respectively. (Gritzel,
2001)

2.2 PROBLEMS WITH SCALE-UP

The semiconductors need to be deposited - via
chemical vapour deposition - onto an adequate
surface. This surface most be both transparent
and conductive to maximise the sunlight that
strikes the semiconductors, as well as be
mechanically robust.

Transparent conductive oxides (TCOs) are
regularly selected as suitable substrates onto
which the semiconductors can be deposited.
Indium tin oxide (ITO) and fluorine-doped tin
oxide (FTO) are readily available as transparent
coatings applied onto glass. Although ITO has a
greater electronic conductivity, FTO is cheaper
and allows for quicker metal deposition. The
latter of these two advantages is deemed relevant
due to problems that arise from scaling up.

As electrode dimensions increase, voltage losses
as a result of substrate resistance drastically
increase (Abdi, 2020). Previous studies have
confirmed the necessity of depositing metal on
FTO, which will contact the semiconductor to
minimise resistive losses upon scale-up.
However, a metal coating will drastically reduce
transmissivity of the overall photoanode.
Therefore, this system may be thought of as
subject to two contrasting constraints. Through
COMSOL Multiphysics modelling, and optimum
structure has emerged. This optimum structure
consists of a series of horizontal lines, 5 mm in

width spaced 7 mm apart (Zhang, 2021).

When a metal is in contact with a semiconductor,
the Fermi energies of both materials need to
equilibrate. This equilibration can deliver an
an electron

additional energy barrier for

travelling from the electrolyte.
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Figure 2: Conduction band bending at the semi-
conductor-metal interface

If the Fermi energy of the metal, E}” , s higher in
potential energy (lower along the energy axis in
Figure 2) than the conduction band of the
semiconductor, E-, an energy barrier will have
an inhibitory effect on the incoming electron.
This will hinder the improvement of efficiency
for the overall PEC reactor. The energy barrier is
caused by the bulk
semiconductor

tendency of the
to maintain the difference
between its Fermi and conduction band energy.
However, at the interface, the conduction band
maintains its original energy level, causing band
bending (Liith, 2010). The semiconductor of
interest is WOs, which has a conduction band
energy of -5 eV. Molybdenum, with a Fermi
energy of -4.5 eV would thus be suitable to act as
a contact metal.

Nickel, which has a Fermi energy of -5.3 eV,
would conversely deliver an energy barrier. As a
deposition metal, however, nickel has been used
extensively and thus the experience gained will
be applied to molybdenum deposition. Both a
suitable current density and a reproducible
procedure that can be adopted to increase the
adhesion of molybdenum to FTO will be
investigated. Results will be discussed from
nickel deposition, and a coupling of quantitative
spectroscopic data and qualitative adhesion
testing will be used to confirm certain FTO pre-
treatment methods (Mittal, 1975).

Potentiostatic electrodeposition of molybdenum
on FTO will be optimised experimentally. A
range of different current densities will be
attempted and deposits will be inspected.
Galvanostatic electrodeposition of molybdenum
will be carried out using an electrochemical
quartz crystal microbalance (EQCM) device. The
EQCM device can use frequency to measure
small changes in mass on an electrode (K. Chiang,

2008).
Af = —C;m €)

Sauerbrey’s equation can used to calculate mass
accumulation, m, knowing changes in frequency,
Af and the calibration constant, Cr (Gamry
Instruments, 2014). Faraday’s first law of
electrolysis will be used throughout this study
where the depletion of ions in solution is of
concern. It connects the current applied and metal
deposited as follows:

_ e (4)

T F

This equation can be used to calculate the
theoretical mass of deposited species, m (g), from
equivalent weight, M (in g/mol), the current, 7 (A),
the time, 7 (s), the electron stoichiometry, n, and
the Faraday’s constant, F, given as 96500 C/mol.

3 METHODOLOGY

The research was divided into three main
components: the deposition of two metals, Ni and
Mo, and a pre-treatment process to improve
metal adhesion and deposition rate. When
required, Kapton® tape was used to mask the
FTO substrate to deliver grid line metal deposits.
To analyse the deposition quality, EDS (Energy-
Dispersive x-ray Spectroscopy) with SEM
(Scanning Electron Microscope) were used to
analyse the substrate surface. Furthermore, the
‘scotch tape method’ - tape is applied to a



deposited surface and peeled off to see how much
of the deposition is removed - was used to test the
adhesivity of the metal deposited. Subject to
practical inaccuracies, a multi-meter was used as
a quick test of conductivity. This provided a
relative comparison between FTO before and
after metal deposition. In addition, Nova
software was used in tandem with a 500ml
electrochemical glass cell to perform the
electrodepositions. Nova software was similarly

used to retrieve the EQCM results.

3.1 NICKEL DEPOSITION

An in-house electrochemical glass cell was used
for electrodeposition of Ni. The materials used
for electrodes are Pt (Asynt Ltd) and Ag/AgCl
(Metrohm Ltd) for counter electrode and
reference electrode respectively the potentiostat
used was Autolab PGSTAT302N. The setup used
is shown in Figure 3.

Figure 3: Electrodeposition setup involving an
Ag/AgCl reference electrode (blue wire), FTO
substrate as working electrode (red wire) and
platinum counter electrode (black wire).

The prepared FTO substrate (TEC 15, Pilkington
Perkin-Elmer), which acted as the working
electrode that has the dimensions of 2cm by 2cm,
was immersed in Watt’s bath solution whilst
varying current densities were applied for
different times. The Watt’s bath is a solution
composing of 0.1M NiSO4.6H,0, 0.04M H3;BO;
and 0.04M Na,SOs (Sigma Aldrich). After the
deposition process had commenced, the glass
was rinsed with acetone, ethanol and deionised
water.

3.2 TREATMENT OF FTO GLASS

In order to improve the adhesion of metals on the
FTO, a surface reductive process was used
(Ahmet, 2019). This method delivered the
formation of an intermetallic layer on the FTO
surface. In preparation, the FTO was rinsed with
ethanol, acetone and deionised water. Thereafter,
the glass was immersed, FTO side upwards, in a
solution containing 1.0 M glycine, 0.5 M
FeS04.7H,0 in deionised water, adjusted to pH
3.0 with H,SO4. After leaving the glass for 30
seconds, Zn powder (mesh 30~100), ground with
a mortar and pestle, was sprinkled uniformly on
the glass and left for 2 hours. The aim of this
process was to obtain a shiny, metallic layer on
the unmasked regions. This layer consists of
Fe«Sn, metal. The reaction mechanism is as
follows: Fe?" reduces SnO; on the FTO surface to
SnO and Sn, sequentially. During the reduction,
Fe*" gets oxidized to Fe** but gets reduced to Fe?*
back again by zinc.

3.3 MOLYBDENUM DEPOSITION

The setup was identical to that used for Ni
deposition, except a different electroplating bath
was used. A pH 4 solution containing 0.042 M
NazMOO4.2H20, 02 M NiSO4.7H20 and 03 M
H3;BO3 was used. The immersed substrate was
exposed to constant current densities for different
lengths of time. Again, after the deposition



—_—
- 1l
1

Figure 4: (a) Treated (2cmx3cm) FTO glass. (b) FTO glass without treatment. (c) Nickel deposits removed
from FTO using the ‘Scotch tape’ test. (d) Nickel deposits on the scotch tape (i.e. almost none) with FTO

pre-treatment

process had commenced, the glass was rinsed
with acetone, ethanol and deionised water.
Importantly, the bath contains nickel ions,
which will also be deposited.

4 RESULTS AND DISCUSSION

4.1 NICKEL DEPOSITION

The effects of varying current density and
electrodeposition time were investigated. The
main points of interests were the adhesivity and
the uniformity of Ni deposition, as well as the
suitability of the surface morphology. When the
current density is too small, the electrodeposition
rate is very slow, requiring long deposition times.
The drawback of this is that as deposition time
increases, and the thickness of the deposited layer

increases, the adhesivity decreases (Mittal, 1975).

After carrying out the experiment at different
conditions, the conditions that resulted in the
most adhesive, conductive layer was applying
current density of approximately 5 mA cm, for
10 minutes. However, even in this condition, the
deposited Ni did not fully pass the ‘Scotch tape’
test, where small portions of the Ni peeled off
with the tape. When a multimeter was used to
measure the resistance between two end points of

the FTO glass, the glass with deposited Ni had
significantly lower resistance, around 25 Q,
compared to 35 Q of pure FTO glass. It was
possible to achieve a gridline deposition, as can
be seen from Figure 5. The main difficulty
placing the Kapton® tape in equal distances, and
therefore the distance between gridlines was not
exactly 7 mm apart (Zhang, 2021). However, the
gridline provides improved conductivity relative
to pure FTO glass.

Figure 5: Nickel deposited on (2cmx4cm) FTO in
grid structure as optimised by previous studies
(Zhang, 2021).

4.2 TREATMENT OF FTO GLASS

The goal of the treatment process was to coat the
FTO layer with a Fe-Sn compound, as metal to
metal adhesion is much stronger in bond energy
compared to that of metal to oxides.



Table 1: Compositions of different elements on
the FTO surface, pre- and post- treatment

Element Composition (mass %)
Pre-treatment Post-Treatment

(0] 17.79 17.05

Si 15.96 11.39

Fe 0 11.45

Sn 66.24 60.11

Having a shiny, intermetallic appearance, as seen
in Figure 4(a), the treated FTO was run with EDS
to confirm the success of the process. Table 1
shows that the Fe®" ions in solution had
successfully been reduced to metallic Fe on the

substrate, as seen by the presence of elemental Fe.

Furthermore, when nickel was deposited onto the
treated surface, it passed the scotch tape test; no
metal peeled off with the tape, as seen in Figure
4(d). After repeatedly trying, smears of nickel
deposits were removed. This was, however, a
notable improvement from nickel deposits on un-
treated FTO (see Figure 4(c)).

4.2.1 SENSITIVITY OF ZINC PARTICLE SIZE
Different conditions in the treatment process
were attempted to optimise the results. Although
the literature suggested that a lower FeSO4
concentration may aid reaction speed, this was
not found to be true in the investigations carried
out. Furthermore, although the literature suggests
the use of Zn powder mesh 100, it was not
available at the time of experiment. Therefore, a
mortar and pestle were used to grind relatively
big zinc powders.

Without grinding the zinc, the treatment process
resulted in a patchy metallic layer, where areas
covered with coarser zinc particles had a slower
rate of reaction, exemplified by the visibly lighter
patches. This phenomenon can be explained by
the role of Zn in the pre-treatment reaction
mechanism. It acts as a key component as a

reducing agent of Fe*" ions to Fe*" ions.
Furthermore, the bigger particle size inhibits
access of the said ions to the FTO surface,
therefore slowing down the reaction.

4.2.2 SENSITIVITY OF N, PURGING

The original literature does not mention purging
the solution with N, or Ar. However, the Fe?*
solution quickly oxidized to brown Fe** solution
if no purging was done. Therefore, the solution
was purged with N> to displace dissolved O, for
30 minutes before the process, and throughout
the process. This prevented the oxidisation of
Fe** ions and resulted in expected shiny,
intermetallic layer.

The importance of N, as a component of the
overall reaction mechanism was quantified
through EDS testing of samples with and without
N> purging. It was found that N, increases the
iron content on the surface by a factor of 3.5. One
can go even so far as to say N, purging delivers a
favourable intermetallic morphology for metal
deposition, shown in Figure 6. With N, a much
smoother surface is observed. This would allow
a more uniform deposition of metal. Due to the
availability of the SEM machine during the
period of this study, it was not possible to obtain
images at an equal magnification, thus the
differences in scale between the two images.

Figure 6 : SEM imaging of pre-treated surface
without N: purging (left) and pre-treatment
surface with N2 purging (right)
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Figure 7: SEM images of molybdenum and nickel deposited on (a) 7mA ¢cm with no pre-treatment, (b)
7mA cm? with pre-treatment, (¢c) SmA cm with no pre-treatment, (d) SmA cm with pre-treatment. (e)
Mass deposited on EQCM electrode vs electro-deposition potential

4.3 MOLYBDENUM DEPOSITION

In conventional electrodeposition, the main
effect of high current density is the lower energy
efficiency due to energy used to create H, on the
surface. In deposition on FTO glass, however,
not only does the energy efficiency decrease but
also the deposition only occurs near the top of the
substrate, as electrons tend to travel along the
path of least resistance. This is primarily because
of the low conductivity of FTO glass and
therefore the electrons will prefer to travel
towards the metal layer formed near the surface
and react with H>O to produce Ho.

4.3.1 GALVANOSTATIC CONDITIONS

After verifying that nickel can be deposited on
FTO, the metal of interest was changed to
molybdenum. Again, the solution was kept the
same while varying the current density and
deposition duration. Unlike the case with nickel,
the deposition was not uniform in all current
density ranges investigated. Furthermore, even
the deposited Mo could not pass the scotch tape
test. One possible solution towards uniform
deposition was to improve the adhesion of FTO
by treating it with Fe and Zn.

The non-uniformity of the deposition resulted in
inconsistent resistance reading of the glass.
However, taking the mean range of resistivity
showed that it increased compared to clean FTO.
Out of the mixture of current densities and
deposition durations experimented, 5 mA cm™
for 2 hours and 7 mA c¢m? for 1 hour gave the
most uniform deposits.

4.3.2 POTENTIOSTATIC CONDITIONS
EQCM results were obtained and used to derive
an optimum voltage. Using a value for the
calibration constant, C¢, of 0.0815, frequency
changes were detected from the EQCM device
and the graph from Figure 6(e) was obtained
using Sauerbrey’s equation (4). Therefore it was
determined that the voltage should be lower than
-1.5 V for successful deposition, as a value less
negative than this would result in poorer
deposition.

4.3.3 DEPOSITION WITH PRE-TREATMENT
When pre-treated FTO was used to deposit
molybdenum, carrying out the procedure under
the same conditions resulted in a more uniform
deposition, indicating that an intermetallic layer
does indeed improve molybdenum deposition.



Table 2: EDS results for both SmA ¢cm™ and 7mA cm electro-deposition current densities with and without
pre-treatment carried out on the FTO. The pre-treatment results in the formation of an intermetallic layer
consisting of iron and tin, which acts as a catalyst for the deposition of molybdenum.

Element 7 mA cm? composition (mass%) 5 mA cm” composition (mass%)
No pre-treatment  Pre-treatment No pre-treatment  Pre-treatment

(0] 81.90 85.46 70.78 40.17

Ni 4.75 0.65 18.77 1.29

Mo 3.66 10.15 8.17 14.99

Sn 9.70 3.12 1.32 3.02

Fe 0 0.62 0 0.64

Both SEM imaging and EDS analysis were used
to discern the effect of pre-treating FTO on
molybdenum deposition. Table 2 shows that the
iron acts as a catalyst for the electrodeposition of
molybdenum. For 7 mA c¢cm?, iron on the surface
can increase molybdenum deposition by a factor
of ~3. Whereas for 5 mA c¢m™, molybdenum
deposits are increased by a factor of ~2. This
finding could in part be due to the presence of
iron, but effects of ion (Ni*") depletion in the
electrochemical bath are could also be influential.
If overall nickel deposition was less, a greater
percentage of molybdenum on the surface would
be observed. But this would not necessarily
correlate with a greater rate of molybdenum
deposition. Additionally, the cracks in the
depositions, seen in Figure 7(c) and (d) and was
suspected to be due to the depletion of

molybdenum in the solution.

Therefore, a calculation using Faraday’s law was
used to confirm the mass of the deposited
material relative to the amount of metal in the
solution. The deposited mass was calculated to be
1.38% of metal ions present in the solution.
Hence, it can be deduced that the crack is not due
to the depletion of ions. This value was calculated

through the use of Faraday’s first law of
of 1.2g of
molybdenum present in a 0.042 M solution. As
the Mo used, Na;Mo004.2H>0, has a charge of +6
in solution, E becomes 96 / 6 = 16 g/mol. With 7

mA c¢m charge for 3600 seconds across an area

electrolysis (4), with a total

of 4cm?, this delivers a depleted mass of 0.0167g.

The circular crater-like areas in Figure 7(b)
suggest a non-uniform deposition. This is highly
likely to be due to the formation of hydrogen

bubbles on the
inhibiting a uniform deposition. As the deposited

electrodeposition  surface

molybdenum accelerates the generation of
hydrogen, hydrogen generation during the
process is inevitable (Morley, 2012). Therefore,
a further investigation on possible hydrodynamic

systems, for example stirred reactors, is required.

5 CONCLUSION & OUTLOOK

Electrodeposition of two metals, nickel and
molybdenum, was carried out on FTO glass to
improve its electrical conductivity. Further to
overall plating, electrodeposition in the shape of
gridlines were alco achieved. This is important as
when FTO is used in the PEC reactor, the
transmissivity of the photoanode will need to be



maximised to ensure as much light strikes the
semi-conductors as possible. Furthermore,
theoretical optimum results were confirmed to be
true for nickel; a 5 mm thick gridline
approximately 8§ mm apart provides greatly
improved conductivity relative to pure FTO glass

(Zhang, 2021).

Nickel deposition is relatively easier than
molybdenum, although molybdenum in theory
provides a better conductivity enhancing effect.
In both cases however, the adhesion on FTO was
very poor, and did not pass the ‘Scotch tape’ test.
Previous investigations have been made into the
pre-treatment of FTO to improve the adhesion of
nickel deposits; the investigation has been
extended confirm its effectiveness on
molybdenum, and the results along with EDS and
SEM confirm that not only the adhesion
improves, but so does the overall deposition
quality. The optimum conditions for nickel
deposition were a current density of 5 mA c¢cm™
for 3 minutes, and for molybdenum, 5 mA ¢m™
for 2 hours, as this delivers the highest surface

composition of molybdenum.

The ultimate objective of the electrodeposition
was to improve the conductivity of FTO glass.
Although previous theoretical work has been
carried out to calculate the conductivity, a more
robust method of measuring conductivity is
required. Another interesting area for further

investigation is the effectiveness of molybdenum.

Although molybdenum has a more suitable Fermi
energy, its raw material cost is higher and from
this research, it can be seen that its
electrodeposition is much more challenging than
that for nickel. The efficiency of molybdenum’s
conducting capabilities should be compared to its
raw material costs, and hence the overall impact
in PEC reactor efficiency. Finally, the SEM
images of molybdenum deposition shows that the
current treatment process is not sufficient for a

uniform, smooth deposition. Cracks and circular

areas of non-deposition existed on the surface,
and although stirring the solution may resolve the
latter, a new pre-treatment process will be
required for a complete uniform deposition as in
the case of nickel.
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Pathways to concurrently achieving decarbonisation and other development
goals in the Kenyan cooking sector through agent-based modelling
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The widespread adoption of clean cooking in Kenya is an integral step in achieving net-zero CO; emissions by 2050.
This study was motivated by the potential to identify target demographics and leverage this for the synergic achievement of
other development goals alongside decarbonisation through focused policy development. Impactful development areas
drove the narrative of independent scenarios translated into MUSE, making particular use of its novel capabilities for
complex agent-based modelling. Crucial socioeconomic insights from the social sciences were integrated within MUSE to
accurately characterise the Kenyan consumer investment portfolio and bridge the knowledge gap within energy planning
models. The results alert that following the current trajectory, consumers will continue to choose solid biomass stoves to
meet their demand. The introduction of a carbon tax as well as forest conservation laws will discourage solid biomass stove
uptake, but are insufficient to meet emissions targets. Targeted HAP awareness programmes show the most promise in
accelerating cleaner stove adoption, leading to the concurrent achievement of vital health and environmental goals. This
study has reaffirmed the historical targeting of (rural) women for clean cooking incentives and highlighted that energy

planning in the developing world is just as much a socially-driven issue as it is environmental.

1 Introduction

Consumer adoption of clean cooking technologies is vital
to counteract a growing population which would lead to
increased cooking demand and consequent carbon emis-
sions.

Within various envisioned scenarios, this study high-
lights the possibility of achieving decarbonisation in par-
allel to other development goals through the adoption
of clean cooking technologies. Existing barriers contrib-
uting to the slow uptake of clean cooking stoves bey-
ond economic factors include preconceptions regarding
clean cookstoves and their dissemination rates, insuffi-
cient awareness of the importance of safe and sustainable
cooking as well as electrification and infrastructure devel-
opment rates [1].

® Firewood
= Charcoal
Kerosene
mLPG

= Electricity
Bioethanol
= Biogas

Figure 1: Pie chart representing the proportion of total existing cooking capacity
accessible through use of each technology

Traditional cooking fuels like firewood and char-
coal have been used for generations and are ingrained in
Kenyan cooking culture, as illustrated in Figure 1. These
cookstoves are still used by more than 75% of Kenyan
households (and 90% of rural Kenyan households) as

either of their two dominant cooking appliances [2]. Bey-
ond ease of availability and tradition, the persistence of
these preferences could be attributed to higher fuel and
capital costs for alternative stoves and the associated fuels,
with these factors taking precedence over environmental
sustainability and arguably most importantly, health [3].
The idea that clean cooking only denotes lower or negli-
gible GHG emissions is dated as there is also a significant
importance placed on lower particulate matter (PM; s)
emission rates.

Particulate matter has long been documented as harm-
ful to health, but exposure to the finest, PM; s, poses the
greatest health risk and is deadly when inhaled either out-
doors or indoors. 14,000 deaths were attributed to the
latter alone in Kenya in 2017 [4]. The hotspot for indoor
household air pollution (HAP) is typically the kitchen,
with different levels of emissions associated with stove
choice. Women overwhelmingly shoulder the burden of
cooking in Kenya, and have historically been targeted by
incentives as the most significant stakeholders in clean
cooking. However, the tendency of men to have the final
say in household purchase decisions introduces complex-
ity in the ease of adoption of clean cooking technologies
as a result of even these targeted incentives [5].

The impact of gender and socioeconomics on house-
hold energy choices are important factors to be considered
in energy models. Most major household decision-making
is likely to be made either jointly or dominated by men
whereas day-to-day decisions, including those regarding
meals, are almost autonomously made by women [6],[7].
However, on average, men are still more likely to decide
on the type of device to buy and use, and to pay for said
device, despite women almost solely undertaking the ma-
jor domestic tasks requiring these appliances [S5]. This is
stark in the context of cooking. Furthermore, there are
employment and educational differences between rural
and urban women which affect their level of input into de-
cisions [8],[9],[10], as well as differing economic outlooks



in rural and urban Kenyans [11]. Therefore, to accurately
characterise the population, geo-economics and gender
must be taken into account simultaneously [12].

The last decade has seen Kenya experience a rapid
growth in electricity access, with more than a 200% in-
crease across the population between 2009 and 2019 [13].
Universal access to electricity and other clean cooking
solutions is currently targeted for 2028, ahead of the
global 2030 milestone, within the Sustainable Energy for
All (SEforALL) initiative [14] as well as the Kenyan Na-
tional Electrification Strategy (KNES) [15]. Although
constrained by accessibility issues, energy sustainability
can and must be considered simultaneously by Kenya
to align with the global push towards this end. Rural
electrification has historically been less prioritised as the
infrastructure development for these sparsely populated
regions was considered too costly [16]. In 2020, the rural
and urban electricity access rates were 56.3% and 90.8%
respectively, bringing the national average to only 69.8%
[1]. It is likely that grid connection will only diversify
choices instead of causing a direct transition towards elec-
tric stoves [17].

There have been legislative efforts to reduce reliance
on dirtier traditional technologies, particularly charcoal
and firewood, as well as programmes to push for the ad-
option of cleaner stoves which have informed the devel-
opment of scenarios in this study. Kenya’s Ministry of
Energy has identified the need for more data collection and
specifically gender disaggregated data in the context of
clean cooking. Segmenting the population into 4 distinct
agents (rural men, rural women, urban men, and urban
women) encompassing geo-economic differences between
rural and urban agents in addition to gendered differences
allowed the determination of ‘target’ demographics. This
study aims to aid critical decision making for policy, finan-
cial incentives, awareness programmes and identify how
initiatives can synergetically solve multiple development
goals within the Kenyan residential cooking sector.

2 Background

There is a need for well-characterised energy modelling
in the context of the developing world. The knowledge
gaps lie within the context upon which these models are
developed and their technical robustness.

The majority of energy planning models have been
created in and for developed countries. Debnath et al [18]
state that substituting correct data is insufficient as the
models also contain biases and assumptions within their
formulation which are unsuitable for developing coun-
tries. Several key issues lacking representation include
suppressed demand due to lack of infrastructure or grid
connection, complex socioeconomic characteristics such
as corruption and political unrest and the extent of climate
change impacts [18]. Perhaps the most pressing of all
would be the lack of high quality, accessible and validated
data as a result of insufficient R&D activity [18].

Pfenninger et al [19] remark that previous work
within energy systems optimisation models has endeav-
oured to maximise spatial and temporal resolution with

the data available while maintaining computational tract-
ability. This trade-off between feasibility and resolution,
coupled with the often inaccurate assumptions to account
for the resolution loss is similarly being improved upon
within power systems and electricity market models [19].
Development within energy systems simulation models
has progressed through more formal approaches towards
presenting uncertainty analyses as well as increased trans-
parency through accessible documentation [19].

MUSE is an agent-based energy system simulation
model which addresses the aforementioned concerns
[201,[21],[22]. It allows for complete characterisation
of an energy system in terms of regions, sectors, service
demands, technologies, commodities and agents. MUSE
makes use of a market-clearing algorithm (MCA) to match
the demand with a supply, then models investment de-
cisions for each agent. The former is either input exogen-
ously or through appropriate correlations with a popula-
tion or GDP. It is particularly novel because it is able to
model investment decisions of multiple agents with het-
erogenous objectives. MUSE also accommodates both
temporal and spatial resolution through options to specify
multiple regions and ‘timeslices’ respectively.

A particularly difficult challenge to overcome in the
realm of energy models is the capturing of socio-economic
and other qualitative factors. In the interest of maintaining
model robustness, variables which are easier to model ac-
curately are favoured over potentially more insightful vari-
ables which are harder to ascribe to a simple mathematical
relationship. This aligns well with widespread consensus
on the importance of collaboration with social scientists
to ensure that these variables are correctly represented
in models highlighted by Trutnevyte et al [23]. Multiple
strategies on effective combinations of work have been
proposed, with the merging strategy showing the most
promise [23]. This approach relies on the assumption
that crucial social factors are possible to model and social
scientists’ results are then used to either alter preexisting
models or build improved new models.

The misrepresentation of the global south and the op-
portunity to shed light on a historically gendered service
demand motivated the study to be set within the Kenyan
cooking sector. The influence of socioeconomic factors
on energy choices are typically acknowledged, but not ex-
plicitly included within energy modelling. Several studies
have highlighted that ([10],[8],[12],[9],[11]) these factors
cannot be overstated in the context of household energy
choices for cooking. This study integrates the socioeco-
nomic landscape of Kenya into MUSE, allowing the result-
ing investment outlook to highlight ‘target’ demographics
for better-informed decision-making for policy, incent-
ives and awareness programmes. The Kenyan population
was split into 4 distinct agents with complex objectives
driven by statistics and sociological studies [7],[3],[6],
[24],[25],[26] for several scenarios highlighting various
focus areas. These areas each correlate to existing and
potential policies on CO, emissions, HAP reduction, and
forest conservation. This study has sought the use of
MUSE with its agent-based capabilities combined with
the incorporation of insights from the social sciences to
bridge the current knowledge gap in energy models.



3 Methods

3.1 Overview

MUSE requires a variety of technical and economic
data and makes use of a market-clearing algorithm
to match the demand with a supply. These in-
puts were found either directly from sources or
through correlations fueled by data-driven assump-
tions. These included the techno-economic parameters
[21,[271,[28],[291.[301,[311,[32],[331,[341,[35].[2].[36] of
each technology considered, with projections required for
certain parameters in five-year intervals through to 2050
[37]. Several scenarios were developed and embedded
within MUSE using its functionalities, including capa-
city growth constraints for certain technologies and the
introduction of a carbon price. These inputs contribute to
modelling the overall technology uptake, in addition to
independently-modelled distinct agent behaviours within
each scenario.

3.2 Technology selection

Technologies were selected to reflect the available cook-
stoves in the Kenyan residential sector and are summar-
ised in Table ??. In this study, stoves were considered
independently of any potential external improvement tech-
nologies such as ventilated cookstove interventions.

It was recognised that firewood and charcoal, col-
lectively known as solid biomass, are often collected for
free but even purchasing is affordable as these fuels are
locally-sourced and exempt from VAT. These stoves have
the highest CO, and PM, 5 emissions, but are invariably
steeped in Kenyan culture. Biogas fuel, which is typic-
ally agricultural residue, is also either very cheap or free.
Electric stoves, unlike the others, have a prerequisite of
grid access which is the largest barrier to its adoption,
especially in rural areas.

3.3 Techno-economic assumptions and cal-
culations

3.3.1 Technical

MUSE required technology-specific data to forecast the
trajectory of the corresponding capacity uptake. Some of

these are highlighted as follows, with further information
available within the Supplementary Information.

Utilisation factor

The utilisation factor (UF) describes the maximum obtain-
able output from installed capacity for each technology.
Reliable data to describe the amount of time each tech-
nology would have to be offline due to maintenance and
repair could not be identified so this was not taken into
account. Differences in UF among technologies were
therefore only dependent on fuel accessibility. This was
only relevant for electric stoves where grid reliability is a
noted issue [28].

Annual household capacity

The 2020 average cooking energy demand was calculated
as described in Section 3.3.2 [2]. For each technology, the
estimated minimum capacity required to meet the demand
of a household was the ratio of average energy demand
for a single household to the UF.

Scaling size

This minimum capacity required to meet the demand of a
single household was taken to be the ‘scaling size’ which
discretises a minimum capacity addition which can be
proposed by MUSE.

Existing capacity

The total existing capacity of each technology was the
product of the scaling size and the estimated number of
households in possession of the technology in 2020 [29],
[27].

Decommissioning profile

To identify the trajectory beyond 2020, the existing capa-
city was decommissioned linearly based on the average
lifetime of each technology [30]. A minimum existing
capacity was added for technologies with announced tar-
gets for the relevant year(s). For example, the National
Climate Change Action Plan (NCCAP) has announced
targets for 2 million households to use LPG or bioethanol
and 6500 biodigesters (biogas-fuelled stove) for domestic
use by 2022 [2].

Table 1: Summary of techno-economic inputs for each technology with all costs in millions and annual 2020 terms

Type Technology | Stove cost Fuel cost Emission factor PM, 5 conc. | Thermal efficiency
(US$/PJ) (USS$/P)) (kgCO2/kWh) (u/gm3)
Firewood 4.84 [27] 15.99 [2] 0.36 [32] 356 [34] 0.30 [2]
Traditional | Charcoal 5.95 [27] 9.10 [36] 0.36 [32] 356 [34] 0.43 [2]
Kerosene 1.78 [27] 26.75 [36] 0.26 [31] 117 [34] 0.57 [2]
LPG 39.31 [27] 55.35 [36] 0.23 [31] 72 [34] 0.62 [2]
Modern Electricity 103.44 [27] 58.02 [36] No direct emissions 55 [34] 0.90 [2]
Bioethanol | 14.54 [35] 61.03 [2] 0.16 x 1077 [31] 99.68 [33] 0.55[2]
Biogas 209.12 [27] | 0.05[38],[39] | 0.02 x 1072 [31] 99.68 [33] 0.50 [2]




Carbon emission factor

Carbon emission factors were identified for each techno-
logy to inform MUSE of their CO,-producing potential.
It should be noted that carbon emission factors were ad-
justed to consider the sustainability of fuel production.
Solid biomass is unsustainable because its collection re-
quires continued deforestation which will not be feasible
in Kenya [2] in the near future. Therefore, MUSE was in-
formed with the absolute CO; emission factor which only
accounts for emissions produced from burning the fuel. In
Kenya, biogas and bioethanol production are considered
sustainable such that MUSE was informed with the CO; ,
emission factor which considers the CO, required to grow
the biomass as offsetting negative emissions.

3.3.2 Cooking demand projection

An estimation for the average annual cooking demand was
calculated assuming 0.91 MJ per meal, 2.5 cooked meals
per person daily and 4.4 Kenyans per household to reach
an average daily energy demand of 9.9 MJ per household
[2]. It is evident the service demand for cooking will not
be split equally throughout the day as households are un-
likely to cook during typical hours of sleep. To account for
this, six equally proportioned timeslices were registered
in MUSE to represent six different sections of the day
with markedly different demands: morning, afternoon,
early-peak, late-peak, evening, and night. The annual de-
mand was then divided across these timeslices based on
the typical daily demand profile in Kenya [2]. The demand
profile for 2050 was then projected using the forecasted
population growth between 2020 and 2050 [37]. MUSE
then calculated the demand profile for each year within
this range using linear interpolation.

3.3.3 Economic

MUSE required certain economic data to determine agent
decisions through calculations of various objective func-
tions. Some of these are highlighted as follows, with
further information available within the Supplementary
Information.

Fuel price
The historical average retail prices of charcoal, kerosene,
LPG and electricity [36] were converted to the base year
and currency required by MUSE. These prices were then
projected into the future using moving averages. As a res-
ult of insufficient data reporting, firewood and bioethanol
were assumed to have a constant price [2]. This was due to
the unregulated nature of the former and the poor uptake
of the latter. Fuel for biogas stoves was assumed to be
either collected or purchased agricultural waste, the price
of which was estimated using values of maize residue
[381.[39].

The projection of fuel price detailed here could be
subject to variation explored in Section 4.5.

Capital, fixed and variable costs
The capital costs of each type of stove were recorded,
using averages of different models [27],[35] and conver-

ted to 2020 terms. Fixed and variable costs constituted
maintenance and labour costs respectively. The former
was estimated as 10% of the capital cost while the latter
was assumed to be negligible as cooking is typically the
responsibility of household members.

Interest rate

It was found that effectively all stoves, either primary or
secondary, were bought completely through upfront cash
payment [27]. To reflect this, an interest rate of 0% was
used for traditional stoves and LPG as these stoves have
already sufficiently penetrated the sector. However, owing
to the high capital costs of the clean stoves, an interest rate
of 10% was used in line with the Jiko Safi Fund’s loans
to Savings and Credit Cooperatives (SACCOs) within
the umbrella organisation, Kenya Union of Savings and
Credit Cooperatives (KUSCCO) [40].

Carbon price

To date, there have been no announcements of a carbon
price by the Kenyan government [41] and the only coun-
try on the continent with an established carbon price is
South Africa, standing at US$8.09/tonne before potential
allowances or exemptions [42]. This value was assumed
to be an appropriate estimate for a carbon tax that Kenya
may introduce in the future.

3.4 Scenario development

Scenario narratives were developed based on the policy
landscape in Kenya and the consequent envisioned
paradigm shift in consumer behaviour. Policies were used
as a baseline for growth constraints within MUSE and the
resulting agent behaviour was modelled through changes
in priority among decision-making objectives, and is de-
scribed further in Section 3.5.

3.4.1 Scenario 1: Business-As-Usual (BAU)

This scenario was characterised using initiatives either
in effect or coming into effect in Kenya across various
development areas for the corresponding technologies, as
described in Section 3.3. Agent characteristics reflected
current decision-making patterns, with certain objectives
having a pronounced gender skew. The subsequent scen-
arios each represent particular focus on a specific develop-
ment area.

3.4.2 Scenario 2: Carbon price focus (CAR)

This scenario entailed the introduction of a carbon price
by the Kenyan government and an accompanied increase
in prioritisation of minimising carbon emissions across all
agents. Within MUSE, consumers are impressed upon this
carbon price through its influence on the emission cost
objective which is a function of the price and amount of a
pollutant produced, with CO, being the pollutant in this
case. Sensitivity analysis was carried out, as outlined in
4.5 to examine the effects of additional financial penalties
through increases in fuel price, capital stove costs and the
carbon price on resulting CO, emissions.



3.4.3 Scenario 3: Household air pollution focus
(HOU)

This scenario investigates improved consumer health lit-
eracy, achieved through awareness programmes. This
scenario discourages technologies associated with excess-
ive household air pollution (HAP) through the use of the
"comfort’ function in MUSE. Each technology was ranked
based on the typical PM; 5 concentration in kitchens, with
a lower emission rate corresponding to greater comfort,
and the agents’ objective share was scaled up to reflect the
increased awareness across all agents.

3.4.4 Scenario 4: Forest conservation focus (FOR)

This scenario introduces strict conservation laws which
restrict uptake of solid biomass stoves due to enforced
removal of fuel access. This was modelled within MUSE
by significantly constraining the growth of firewood and
charcoal capacity in line with gradual forest conservation
policy permeation.

3.5 Agent characterisation

Across all scenarios, the Kenyan population was divided
into four agents consisting of urban men (UM), urban wo-
men (UW), rural men (RM), and rural women (RW) to
fully describe the influence of gender and geo-economics
on household decision-making. Agent objectives are com-
plex [3] and were grouped into financial, environmental
and health drives. Each agent was modelled to have a
maximum of three objectives with different weightages
depending on their priorities in each scenario [7],[3],[6],
[24],[25],[43],[26], in line with MUSE’s capabilities. The
objectives of interest to the agents were found to be the
capital cost of stoves, cooking fuel consumption cost, life-
time levelised cost of energy (LCOE), emission cost, and
comfort, all of which were registered on MUSE and set to
be either minimised or maximised.

Urban agents considered the LCOE which is a cost
calculated by MUSE accounting for all associated costs
for producing cooking energy, levelised across entire fore-
cast period. However, rural agents considered the capital,
fuel consumption and emission costs separately. These
costs were not levelised such that the agents sought to min-
imise the individual costs every year rather than over the
entire forecast. The discrepancy between rural and urban
agents was identified through literacy rates [26], supple-
mented by the likelihood of rural agents to be limited by
high initial costs more so than their urban counterparts
due to lower economic status. The gender difference was
accounted for using studies documenting the likelihood
of women to have agency in decision-making for large
household purchases [7],[24].

The environmental objective of emissions cost minim-
isation was only considered for CAR and agent weightages
were calculated based on environmental literacy [43]. As
described in Section 3.4, a greater preference was mod-
elled across all agents for minimised emission costs for
CAR. Rural men were modelled to give a higher weight-
age to emission costs over other financial costs compared
to rural women due to their higher literacy rates [26]. This

gender disparity in literacy was assumed to affect environ-
mental awareness which would contribute to differences
in decision-making. Urban agents still show the trend in
higher literacy among men, but have significantly higher
literacy rates to begin with [26], so this was deemed to
be less important and both men and women were mod-
elled identically in their relative weightage of LCOE and
emission costs.

Health objectives, related to PM; 5 concentration,
were modelled through the comfort objective. For BAU,
comfort objective weightages were calculated using so-
ciological studies which reported the awareness of HAP
amongst each agent [3], [25]. These values were scaled
based on the average time spent in the kitchen by