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Abstract

Corrosion Under Insulation (CUI) is a widespread problem throughout the oil and

gas industry, and is a major cause of pipeline failure. CUI occurs on pipelines fitted

with thermal insulation; the insulation itself is protected from the environment by

a layer of metallic cladding and sealed to prevent water ingress. This cladding

can deteriorate from age or become damaged, allowing the ingress of water into

the insulation, which allows corrosion of the external pipe surface to initiate. This

corrosion can proceed at an accelerated rate due to the elevated process temperature

of the pipe, compromising the integrity of the pipeline. The detection of this type

of corrosion is an ongoing problem for the oil and gas industry, as the insulation

system conceals the condition of the pipe. Therefore, there is a requirement for a

long-range, screening inspection technique which is sensitive to the first ingress of

water into the insulation, in order to provide an early warning of areas of a pipeline

at risk from CUI.

This thesis describes the development of a new inspection technique which employs

guided microwaves as the interrogating signal. Such guided microwaves provide a

means of screening the length of a pipeline for wet insulation, by using the structure

of a clad and insulated pipeline as a coaxial waveguide to support the propagation of

electromagnetic waves. Areas of wet insulation will create impedance discontinuities

in the waveguide, causing reflections of the incident microwave signal, allowing the

water patches to be detected and located. The performance of such a guided wave

inspection system is intrinsically linked to the signal-to-coherent-noise ratio (SCNR)

that can be achieved. Therefore, the value of the SCNR that the technique is

capable of achieving is of central importance to this thesis. The excitation system is

optimised to maximise the SCNR, whilst the effect of typical pipeline features such

as bends, pipe supports and the various types of insulation which can be used, are

studied to quantify the effect on the SCNR.

A wide variety of methods are employed throughout the development of the guided

microwave technique described in this thesis. Theoretical methods are employed in
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the initial stages to enable the development of a model to describe electromagnetic

wave propagation in the large coaxial waveguides formed by pipelines. Numerical

simulation techniques are employed when there are too many parameters to study

for experimentation to be a viable option, and to study complex problems for which

no analytical solution exists. Experiments are conducted in the laboratory using

a model setup which employs metallic ducting to represent an insulated pipeline.

These experiments are performed to demonstrate the practical feasibility of the

technique, and to study pipeline features in a controlled environment. Finally, ex-

periments are performed in the field on a section of real industrial pipeline, in order

to validate the accuracy of the model experimental setup in representing conditions

which exist on real pipelines.

The main findings of the thesis are that it is possible to excite a guided microwave

signal in a large coaxial waveguide with a high SCNR. Experiments revealed that

the technique is highly sensitive to the presence of water in the waveguide. Measure-

ments of the effect of different types of insulation demonstrated that rockwool causes

a very low attenuation of the microwave signal, while polyurethane foam insulation

has a slightly higher attenuation coefficient. An investigation into the effect of bends

determined that, whilst significant mode conversion occurs at a bend, the transmis-

sion coefficient of the TEM mode is high for typical bend angles and bend radii in

small diameter pipes. The behaviour of the signal at a typical pipe support was

also examined; the reflection from the support was minimal, whilst the transmission

beyond the support remained relatively high. Whilst there is still further work to be

done before this technique can be applied in the field, the major aspects of practical

implementation that could affect the technique have been investigated here, and the

results consistently indicate the feasibility of the technique for long-range screening

of insulated pipelines for water.
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Chapter 1

Introduction

At 12.30pm on Monday the 29th September 2008 a high-pressure gas pipeline rup-

tured at the Prudhoe Bay oil field in Alaska [1]. The pipeline burst, propelling two

sections of pipe, 14 feet and 28 feet in length, 900 feet across the tundra [2, 3], as

shown in Figure 1.1. The gas line was isolated and depressurised after about an

hour, however, this allowed natural gas to be released into the atmosphere, which

could have led to an explosion. No injuries to personnel were sustained in this inci-

dent, nor was there any spillage or fire or explosion, however, the potential for any

of these to have occurred was great. The requirement to shut down production on

a sector of the Prudhoe Bay oil field led to an economic impact in terms of lost pro-

duction, in addition to the fact that a release of gas into the atmosphere can incur

a hefty fine from the regulating bodies [1]. The cause of this failure was Corrosion

Under Insulation (CUI).

Corrosion under insulation is a major problem throughout the oil and gas industry,

but it is not only the petrochemical industry which is affected; CUI is also a problem

for the power and manufacturing industries, but can occur wherever pipelines are

fitted with thermal insulation. It is a problem which is not isolated to a particular

geographical location; it occurs in facilities and on pipelines all over the world. This

form of corrosion occurs on steel pipelines which have been fitted with thermal insu-

lation, and as such it is inherently very difficult to detect, as the presence of corrosion
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(a) The ruptured gas line (b) One of the separated sections

Figure 1.1: On the 29th September 2008 a high pressure gas pipeline ruptured at Prudhoe

Bay, causing a release of natural gas into the atmosphere, and launching two sections of

pipe into the air to land 900 feet away from the incident [3].

is obscured by the insulation system. Because the corrosion develops undetected,

it can lead to serious pipeline failures, which have several adverse consequences in-

cluding the risk to the safety of site personnel, damage to the environment, and an

economic impact in terms of the cost of cleaning up any spillage and lost production.

Therefore, a significant proportion of the large maintenance budgets allocated by

operating companies are spent on the inspection for, and mitigation of, CUI [4, 5].

1.1 Mechanism of Corrosion Under Insulation

Pipelines and vessels are thermally insulated primarily for two reasons. The first of

which is for process reasons, specifically, to maintain the hot temperatures present

in hot processes, and to maintain the cold temperatures of cold processes. The

second reason is for personnel protection; site personnel can easily burn themselves

on accidental contact with hot process pipework. The thermal insulation is pro-

tected from the environment by a layer of metallic weatherproofing cladding, which

is intended to keep the insulation dry, as insulation loses much of its effectiveness

once it becomes wet. The cladding material is usually galvanised steel, aluminium,

aluminised steel or stainless steel, in sheet form with a thickness in the range of 0.5
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to 1.25 mm [5, p.120]. Joints between the different layers and sections of cladding

are typically sealed with mastic or silicon based sealants in order to prevent water

ingress. However, these sealants degrade over time, through exposure to the envi-

ronment, leading to the formation of a path for water ingress into the insulation.

A section of wet insulation creates an area on the steel pipe’s surface which is in

contact with water and a plentiful supply of oxygen, both of which are required

for corrosion to initiate. The corrosion rate of steel, assuming the presence of wa-

ter and oxygen, is primarily controlled by temperature [4, p.174], with increasing

temperatures causing increased rates of corrosion. The elevated temperature of the

insulated pipe creates an environment in which corrosion can proceed at a rapid rate

once water comes into contact with the steel of the pipe, with loss of wall thickness

occurring at a rate ranging from 0.3 to 2.2 mm per year [6–8].

Different types of corrosion occur depending on the material of the pipe. On carbon

steel (in which the primary alloying ingredient is carbon) and low-alloy steels (with

a chromium alloying percentage of less than 11 % [5, p.33]) the problem is corrosion

of the external surface of the pipe, leading to a loss in wall thickness and pitting.

On austenitic stainless steel pipes, conventional corrosion is no longer the problem,

rather it is chloride external Stress Corrosion Cracking, referred to as SCC. If chlo-

ride ions are present in the water which is in contact with the austenitic stainless

steel pipe’s surface, then SCC may initiate, causing a fine network of transgranular

cracking to manifest, both on the surface and in the bulk of the material [4, p.175].

Chloride ions can be introduced into the insulation due to the testing of fire deluge

systems that use seawater, or due to being located in a coastal or marine environ-

ment, or through the leaching of contaminants from the insulation materials them-

selves. In addition to the requirements for water and chloride ions, SCC requires

tensile stresses to exist in the component, therefore if the tensile stress can be elimi-

nated then SCC can be prevented [4, p.176]. Despite the distinct natures of the two

main forms of corrosion under insulation that can occur on different pipeline ma-

terials, water is a necessary precursor to both forms of corrosion, therefore if water

can be eliminated from the system then both forms of corrosion can be controlled.

30



1. Introduction

The purpose of the weatherproofing barrier formed by the cladding is primarily

to protect the insulation and to keep the insulation dry, however, it would be im-

practical to attempt to create a barrier which would prevent any contact of the air

(and inherent water vapour) with the annular space occupied by insulation, as this

would require seals equivalent to a pressure vessel [4, p.174]. Therefore, temperature

changes (due to cyclic processes or variations in the environment) cause the cladding

and insulation system to breathe, allowing the ingress of water vapour. The ingress

of water is further hastened as the condition of the cladding degrades over time,

through mechanical damage (primarily caused by foot traffic), and deterioration of

the sealants.

The principal sources of water are deluge systems, rainwater, process liquid spillage

and condensation of water vapour [5, p.2]. Sites which are commonly reported to be

locations of CUI problems are mid-span insulation joints and saddle supports, with

joints at saddles leading to an even higher incidence of CUI. Vertical risers are also

problematic, as they shed water which tends to collect at insulation joints at the

bottom of the riser. Another situation which is very likely to lead to CUI problems

is an area of exposed pipe on an insulated line, which can occur due to improper

reinstatement of insulation following inspection or maintenance procedures, as this

will readily allow water ingress into the exposed insulation [9, p.18]. Other sites

which are problematic are those areas of pipelines which are subject to cyclic tem-

peratures, with the lowest temperature at a value below the dew point, varying to

temperatures above the ambient [4, p.174]. This causes water to condense on the

pipe during the low temperature phase, which then allows corrosion to initiate as

the temperature increases. The rate of the corrosion reaction will increase as the

temperature of the pipeline increases to its maximum operating value. Even if this

maximum temperature is sufficiently high to bake off the water inside the insulation,

there still exists a transition period within which the pipe is both warm and wet,

providing ideal conditions for CUI to occur. For corrosion of carbon and low-alloy

steels, the range of temperatures of piping within which the majority of all CUI

cases occur is from −4 ◦C to 120 ◦C [10], although pipes with operating tempera-

tures down to −18 ◦C can suffer from CUI if they have intermittent flow resulting in
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a high proportion of time spent in the CUI temperature range [11]. Likewise, pipes

with operating temperatures significantly above 120 ◦C can have metal temperatures

low enough to be within the CUI temperature range if the insulation is damaged

or humid conditions prevail, therefore the temperature range within which CUI can

occur on pipes is given as being from −18 ◦C to 175 ◦C in [5, p.3]. For austenitic

stainless steels, the temperature range which is problematic for SCC is from 50 ◦C

to 175 ◦C [5, p.29].

1.2 Non-Destructive Evaluation Techniques for

the Detection of CUI

One of the main difficulties of tackling the problem of CUI is the inability to easily

detect those areas of pipe that are suffering from CUI. To this end, several diverse

Non-Destructive Evaluation (NDE) techniques exist which can be deployed to in-

spect for CUI.

The first inspection technique should be an external visual inspection without the

removal of any insulation. This can be beneficial as it will highlight areas which are

at obvious risk of CUI: breaks and discontinuities in the cladding; insulation which

has been left exposed after maintenance work; and cladding which is sagging under

the weight of wet insulation. Beyond these very obvious signs, however, external

visual inspection is very limited. The next stage for visual inspection would be to

cut windows in the cladding and insulation to be able to examine the surface of the

pipe itself. While this will reveal areas of corrosion at the location of the window,

it is a sampling technique and therefore can easily miss serious cases of CUI or lead

to an inaccurately favourable impression of the pipe’s condition. In addition the

windows themselves can be a source of water ingress, leading to corrosion problems

where, previously, there were none. Complete visual inspection of the surface of the

pipe is the most comprehensive method for detecting CUI, however, this requires

the cladding and insulation to be completely removed along the entire length of the
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pipe, and then subsequently reinstated, a process which is prohibitively expensive

and time consuming [5, p.47].

Pulse-echo ultrasonic measurements can be made to determine the wall thickness

at a point. This either requires complete removal of the insulation or requires

cutting inspection windows, both of which are to be avoided for reasons previously

stated. The advantage of this technique is that it gives the remaining wall thickness

accounting for both external and internal corrosion, but the disadvantage is the

difficulty of getting a reading on a corroded surface thus requiring significant surface

preparation [5, p.47].

Several radiographic techniques exist, such as: profile radiography, digital radiog-

raphy, flash radiography and real-time radiography. These are all techniques which

use either x-rays or gamma rays to image the profile of the pipe or to provide in-

formation about the wall thickness of the internal pipe. Their main advantage is

the ability to perform the inspection without the need to remove the insulation, and

can be used with the pipe in-service. The main disadvantages are the strict safety

requirements associated with ionising radiation, and the small area of inspection

leading to slow rates of coverage or, if a sampling approach is adopted, the risk of

missing problem areas [5, p.49].

A technique which can be used to comprehensively and rapidly inspect long lengths

of pipeline around the entire circumference from a single inspection position is the

guided wave ultrasonic technique. This technology involves fitting a ring-array of

transducers around the pipe at one position. These transducers excite the propaga-

tion of low-frequency ultrasonic signals down the length of the pipeline. Any defects,

such as cracks or corrosion, give rise to reflections of the incident signal, which return

to the transducer array, allowing the detection of these defects. Several commer-

cially available guided wave inspection systems have been developed [12, 13]. The

advantages of guided ultrasonic waves include the ability to inspect long lengths of

pipeline (25 m in each direction from a single array position [14]) about the entire

circumference of the pipe, which is preferable to the spot testing of other techniques

such as conventional ultrasound or radiographic methods. Another advantage is that
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this technique inspects the pipeline with the insulation still in place, with the excep-

tion of a small length required to fit the transducer array. However, the technique

requires an existing loss in wall thickness due to corrosion, before it can highlight

areas which are at risk from CUI.

Pulsed eddy current inspection is another means of inspecting for corrosion under

insulation; it is a method that is designed to measure the remaining wall thickness

of the pipe with the cladding and insulation in place. This technique uses a direct

current in a coil placed onto the cladding to create a stable magnetic field within

the pipe under the insulation. The current in the coil is then switched off, creating

eddy currents within the pipe. The time taken for these eddy currents to dissipate

is related to the thickness of the metal and can therefore be used to measure the

average remaining wall thickness in that area. The advantages are that it can be

used without altering the insulation system in any way, and with the pipeline in-

service. The disadvantages are the limited inspection area, and an inability to detect

localised corrosion, and it is restricted by an inability to inspect a pipe through steel

cladding [5, p.135].

A technique which takes an indirect approach to tackling the problem of CUI is that

of the neutron backscattering technique. This method uses high energy neutrons

emitted by a radioactive source to inspect the insulation, through the cladding, for

the presence of water. Water will attenuate the energy of the neutrons, therefore the

reflected neutrons will be of a lower energy if there is water present. The detection

of low energy neutrons indicates the presence of water at that position, with the

number of low energy neutrons detected being proportional to the amount of water

present [10]. The advantages include the ability to perform the inspection with

the pipeline in-service, and without removing any insulation; but the disadvantages

include the safety requirements of the radioactive source, the limited inspection area,

and the requirement to confirm corrosion with an additional inspection method such

as x-ray or gamma radiography [5, p.50].

Another technique which detects water instead of the corrosion itself is infrared

thermography. The premise is to use a thermographic camera to inspect the pipeline,
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and areas of wet insulation will appear hotter than areas of dry insulation due to

the reduced effectiveness of the wet insulation resulting in hot-spots on the pipeline.

The increased safety and the speed of coverage of this technique eliminates the major

disadvantages of neutron backscattering, however, the sensitivity and accuracy of the

technique suffer, since only significant water volumes are detectable, and hot-spots

can be caused through other means besides wet patches [5, 10].

1.3 The Premise for the Use of Microwaves for

the Detection of CUI

As discussed in Section 1.2, the infrared thermographic and neutron backscattering

techniques are distinct from the other inspection methods in that they aim to detect

the water which causes the corrosion rather than the presence of active corrosion

itself. This is an advantageous approach as it gives a much earlier indication of

areas of a pipe that are likely to suffer from CUI, allowing sufficient time to mitigate

the problem. However, the two techniques that are currently in use and capable

of detecting water have serious limitations as discussed in Section 1.2; therefore, it

would be beneficial to be able to use a long-range screening technique to monitor a

length of pipeline for the first ingress of water into the insulation. This would provide

an early warning of the likely occurrence of CUI and prompt remedial action to reseal

the cladding, thereby preventing corrosion from initiating.

Microwave frequency techniques are seeing increased application in the field of NDE.

A common use is to determine the strength of concrete structures by measuring the

material properties using microwaves, including the water-to-cement ratio and the

presence of Sodium Chloride [15–20]. Another application is that of the inspection

of metallic surfaces for thin cracks using microwave probes [21–25]. A third area in

which microwaves are being successfully used is that of the inspection for disbonds

in layered dielectric composite materials [26–30]. However, the inspection technique
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Steel pipe

Metallic
cladding

Insulation

Figure 1.2: The structure of a clad and insulated pipeline can be used as a large coaxial

waveguide to support the propagation of electromagnetic waves. The microwave regime is

of particular interest due to the sensitivity of these frequencies to the presence of water,

raising the possibility of being able to detect the first ingress of water into the insulation,

allowing the initiation of corrosion to be prevented.

described in this thesis takes a fundamentally different approach to other forms of

microwave NDE.

The technique which is the subject of this thesis is based on the premise that a

pipeline which has been fitted with thermal insulation and metallic cladding is ef-

fectively a scaled-up version of a coaxial cable, with the inner conductor formed by

the pipeline, the outer conductor formed by the cladding, and the thermal insulation

layer acting as the dielectric within the coaxial cable, as shown in Figure 1.2. In this

manner, the pipeline can be used as a coaxial waveguide to support the propagation

of electromagnetic waves [31]. The premise for the technique is to excite microwave

propagation down the length of the pipeline with the use of an antenna-based ex-

citation system inserted into the insulation. If the cladding has become damaged

and allowed the ingress of water, then this patch of wet insulation will give rise to

a reflection of the incident microwave signal. The reflected signal returns to the

exciting antenna, where it is received, and used to detect the presence of water
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Pipeline Contents

Incident Signal Transmitted SignalReflected Signal

Figure 1.3: Antennas are inserted into the insulation layer, exciting microwave propa-

gation down the length of the pipeline. Water volumes in the insulation act as impedance

discontinuities, giving rise to a partial reflection of the incident signal which can be used

to detect and locate wet sections of insulation along the length of the pipeline.

within the waveguide, and also to determine its position. This process is illustrated

in Figure 1.3.

One of the reasons why microwave frequencies are of particular interest is the trans-

parency of the insulation material to electromagnetic waves at these frequencies, so

the inspection signal will experience very little attenuation. A second reason for

considering electromagnetic waves in the microwave regime is the high value of the

relative permittivity of water at these frequencies [32, p.315]. A high value for the

relative permittivity is beneficial as it means that water will affect the impedance

of the waveguide to a greater extent thus giving rise to a stronger reflection. This

is because the characteristic impedance, Z0, of a coaxial waveguide is given by the

equation

Z0 =
1

2π
ln
(a
b

)√µ0µr
ε0εr

, (1.1)

where a and b are the radii of the outer and inner conductors respectively, and

the material properties of the medium filling the waveguide are given by: the vac-

uum permeability, µ0; the relative permeability, µr; the vacuum permittivity, ε0;

and the relative permittivity, εr [33, p.198]. It can be seen from this equation that

the characteristic impedance varies with the relative permittivity of the material as

Z0 ∝ 1/
√
εr. We can assume that dry insulation has a relative permittivity equiva-

lent to air, εr = 1, (the validity of this assumption will be discussed in Section 3.1.1)
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and we can take the value of the relative permittivity of water to be εr = 79.7 at

1 GHz according to values given in [34]. A typical example of a pipeline specifica-

tion would be a 6 ” Nominal Pipe Size (NPS), equivalent to an outer diameter of

6.625 ” = 168.2 mm, giving a value for the inner radius of b = 84.1 mm. Typically,

this pipeline would be fitted with thermal insulation with a thickness of 3 ”, giving

an outer radius of a = 160.3 mm. We can calculate the impedance of this pipeline

when dry to be Z0dry = 38.7 Ω, and if water has saturated the insulation across the

entire cross-section then the impedance will be Z0wet = 4.33 Ω. The reflection coeffi-

cient, Γ, experienced by a signal incident on such a boundary between wet and dry

insulation can be obtained with the simple analytical relationship [35, p.29] given

by

Γ =
Z0wet − Z0dry

Z0wet + Z0dry

=

√
εrdry −

√
εrwet

√
εrdry +

√
εrwet

, (1.2)

which gives Γ = −0.80. Therefore, if water breaches the cladding and fully saturates

the insulation, then the boundary between the dry section of insulation and the wet

patch will cause a reflection of 80 % of the incident signal back to the excitation

antenna. Whilst a fully saturated insulation cross-section is not unusual, the first

sign of water ingress will be the presence of water collecting at the 6 o’clock position

within the cladding and gradually saturating the lower portion of the insulation,

therefore presenting a smaller impedance discontinuity, and thus causing a smaller

reflection. Chapter 6 of this thesis will discuss the sensitivity of the technique to the

presence of water, including a measurement of the minimum cross-sectional extent

of water that can be detected.

1.4 Similar Techniques

The principle of using the structure of the pipeline as a coaxial waveguide to sup-

port electromagnetic wave propagation was first proposed by Burnett and Frost,

who developed a technique that is now marketed by Profile Technologies Incorpo-

rated (PTI). The general approach is described in patents [36,37] and the paper [38].

These indicate that the technique propagates electromagnetic waves in the radiowave
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regime within the coaxial waveguide. However, the literature does not explain the

details of how the technique operates, how the excitation system functions, nor does

it provide sufficient quantitative evidence to determine the practical feasibility of

the method. One potential disadvantage of the PTI implementation of the coaxial

waveguide idea is that operating at the low frequencies of the radiowave regime is

likely to lead to poor spatial resolution of waveguide features. The lack of data

available to assess the feasibility of the PTI technique, its advantages and disadvan-

tages, and its boundaries of operation, means that very little can be gained from the

existence of such a technique in terms of scientific contributions to the development

of a higher frequency guided microwave technique.

1.5 Outline of the Thesis

The objective of this thesis is to determine the feasibility of using guided microwaves

to inspect the insulation layer of clad and insulated pipelines for the presence of

water. This fundamental goal will be divided into subsidiary objectives, which will

be covered as separate chapters within the thesis.

In order to provide some context for the scientific discussion within this thesis, the

theoretical background to this work is discussed in Chapter 2. This will include the

use of Maxwell’s equations, and the analytical solution for electromagnetic waves

propagating in rectangular waveguides. This represents a much simpler situation

than a coaxial waveguide and is therefore ideal for introducing the properties of

guided waves, such as dispersion and modal field distributions. This chapter will

also introduce the numerical modelling technique which is used throughout this work

to support the theoretical and experimental research.

The first objective of the thesis will be determining which modes propagate in the

large coaxial waveguides formed by insulated pipelines and whether they can be

used for inspection. This will be covered in Chapter 3 by examining the dispersion

properties of the coaxial waveguide. This will include a description of the analytical

model used to describe propagation in coaxial waveguides, and the results obtained
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from this model; specifically the dispersion properties of the propagating modes and

their modal field distributions.

Chapter 4 will discuss the development of the design of the antenna array used

to excite guided microwave propagation in insulated pipelines. This will include a

discussion of the significance of impedance matching at the antenna array, and a

review of potential methods of improving the impedance match. The chapter will

present a numerical study to optimise the antenna design in order to maximise energy

transmission into the various coaxial waveguide dimensions formed by pipelines of

typical industrial specifications.

Experimental validation of the guided microwave technique, and the optimised exci-

tation system, is sought in Chapter 5. The experimental setup used in the laboratory

to model insulated pipelines is described. This model experimental setup is also used

to measure the effect on the microwave signal of some of the types of insulation that

are commonly fitted to pipelines. Finally, this chapter will present results from a

field test, which was conducted to validate the use of the model experimental setup

in representing real pipeline conditions.

An issue of central importance to the performance of the guided microwave tech-

nique is the sensitivity with which it can detect water volumes within the waveguide.

Chapter 6 describes an investigation to assess this sensitivity using numerical simu-

lations and experiments in the laboratory. In addition, the chapter presents results

from a realistic inspection scenario conducted during a field test on a section of real

industrial pipeline.

Bends are a common feature on industrial pipelines. As such, the value of an inspec-

tion technique will be dependent on its ability to maintain its performance in the

presence of common features such as bends. Chapter 7, therefore, presents numeri-

cal work to understand the behaviour of guided microwaves at bends. Experimental

results are obtained to validate the numerical findings.

Another common feature of pipelines are pipe supports. Chapter 8 describes an

investigation to quantify the reflection and transmission properties of pipe supports
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in order to determine whether the guided microwave technique can be used to inspect

beyond typical pipe supports.

A review of the thesis is provided in Chapter 9, followed by a summary of the main

findings of the research. The thesis concludes with a discussion of some potential

areas for future work, which would bring the technique closer to field application.

41



Chapter 2

Theoretical Background

The introductory chapter described the motivation for this project including the

mechanism of corrosion under insulation. The current NDE techniques for the

detection of CUI were reviewed including the reasons why this form of corrosion

continues to be such a significant and ongoing problem. The premise for the use

of guided microwaves to inspect the insulation layer of pipelines for the presence

of water was described including the use of the structure of a clad and insulated

pipeline as a coaxial waveguide to support electromagnetic wave propagation.

In order to understand the importance of several aspects of guided wave propagation,

this section will present some of the relevant background theory. This will begin with

Maxwell’s equations, followed by the boundary conditions which exist at the walls

of a waveguide, which allow them to guide electromagnetic waves. Before dealing

with coaxial waveguides, the relatively simple case of a rectangular waveguide will

be presented, including introducing the use of dispersion curves and concepts such

as modes of propagation and field distributions.

In addition, this section will explain the necessity for numerical techniques to study

complex problems and introduce the particular numerical technique which was used

throughout this project. Following on from this, the theory for the method of signal

analysis for locating impedance contrasts in a transmission line will be introduced,
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accompanied by the manner in which the resolution of features in the waveguide can

be optimised.

2.1 Maxwell’s Equations

Maxwell’s equations form the basis for the background theory describing the prop-

agation of electromagnetic waves in waveguides. The equations are given by

∇ ·D = Q

∇ ·B = 0

∇× E = −∂B

∂t
(2.1)

∇×H =
∂D

∂t
+ J,

where D is the electric flux density; Q is the free charge density; B is the magnetic

flux density; E is the electric field; H is the magnetic field; and J is the conduction

current density. D is related to E by D = ε0εrE, where ε0 and εr are the vacuum

and relative permittivities of the dielectric material, respectively; whilst B is related

to H by B = µ0µrH, where µ0 and µr are the vacuum and relative permeabilities

of the dielectric material, respectively. Maxwell’s equations can be used to describe

the propagation of uniform plane electromagnetic waves in a simple medium within

which there are no free charges and currents, therefore Q = 0 and J = 0 [39, p.132].

If we assume a sinusoidal time variation of the form ejωt, where ω is the angular

frequency and t is time, then we can write ∂/∂t = jω. This gives us Maxwell’s

equations in the form given in [33, p.118] as

∇ ·D = 0

∇ ·B = 0

∇× E = −jωB (2.2)

∇×H = jωD.

A point-source of electromagnetic waves in free-space will create waves propagating

in all directions, as such the intensity on this spherical wavefront will attenuate
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according to the inverse-square law. In order to achieve transmission with lower

attenuation, it is possible to confine the waves to travel in a particular direction

with the use of a guiding physical structure. Such a guiding structure is known

as a waveguide, and for electromagnetic waves, these usually take the form of an

interface between a conductor and a dielectric. One example of an electromagnetic

waveguide is the rectangular waveguide, which consists of a hollow metallic tube with

a rectangular cross-section. The electromagnetic waves are confined by the metallic

walls of the waveguide and are able to propagate with relatively low attenuation. It

is the boundary conditions that exist at the interface between the conductor and the

dielectric that allow these structures to guide the passage of electromagnetic waves.

The first boundary condition of a conductor-dielectric interface is that the tangen-

tial component of the electric field is continuous across the boundary, and since

E = 0 inside a perfect conductor, the electric field inside the dielectric must be

perpendicular to the interface between the dielectric and the conductor. The second

boundary condition is that the normal component of the magnetic flux density is

continuous across the boundary. From the third of Maxwell’s equations in (2.2),

and since E = 0 inside a perfect conductor, it can be seen that B = 0 inside a

perfect conductor. Therefore, the normal component of B, and hence H, inside the

dielectric must be zero at the interface. As a consequence of these two conditions,

in proximity to the surface of the conductor, the electric field within the dielectric

must be oriented in a direction normal to the surface, and similarly the magnetic

field must be oriented in a direction that is tangential to the surface.

These are the only boundary conditions required to solve Maxwell’s equations for

the case of a rectangular waveguide, however, for the more complex case of the

coaxial waveguide, an additional condition exists. Due to the circular nature of this

waveguide, the electric and magnetic fields at θ and θ+ 2π must be equal, as this is

the same point in space.
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2.2 Analytical Solution for the Rectangular

Waveguide

Before looking at the complex case of coaxial waveguides, it is beneficial to first

study the relatively simple case of electromagnetic wave propagation in a rectangular

waveguide.

x

y

w

h

z
Figure 2.1: Cross-sectional view of a rectangular waveguide. The dimensions of the

waveguide are denoted by w for the width, and h for the height.

The rectangular waveguide case has greater simplicity because the characteristic

equation, which describes how the wave propagates, is explicit; characteristic equa-

tions are usually implicit and often difficult to solve. The characteristic equation for

the rectangular waveguide is given by

β2 = ω2ε0µ0εrµr −
p2π2

w2
− q2π2

h2
, (2.3)

where β is the phase constant of the guided wave; ω is the angular frequency and

is related to the frequency, f , by ω = 2πf ; w and h are the width and height of

the waveguide, respectively, as shown in Figure 2.1; and p and q are integers. By

assigning integer values to p and q in the characteristic equation, all the permitted

values of β can be found. Each combination of p and q refers to a distinct mode of

propagation within the waveguide [33, p.212].

If β2 is positive, then there are two real roots given by ±β, with the sign indicating

the direction of propagation relative to the z-axis. If β2 is negative, then there are
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two imaginary roots at ±jβ; such imaginary phase constants are said to be cutoff,

with the resultant wave being referred to as an evanescent wave. Evanescent waves

are not capable of propagating; their amplitude decays exponentially with z. The

one remaining possibility is for β2 = 0. The frequency at which this occurs is known

as the cutoff frequency, fc, and is dependent on the dimensions of the waveguide

and the p and q values of the particular mode. The cutoff frequency for rectangular

waveguide modes is given by

fc =

√
1

4ε0µ0εrµr

(
p2

w2
+
q2

h2

)
. (2.4)

For any given mode in a particular waveguide, at frequencies below the cutoff fre-

quency β2 is negative and the mode is evanescent, whereas as the frequency increases

above the cutoff, β2 becomes positive and the mode begins to propagate within the

waveguide. The mode whose cutoff occurs at the lowest frequency is said to be

the lowest mode, with modes that begin to propagate at higher frequencies being

referred to as higher order modes.

There are two velocities of significance when dealing with the propagation of waves;

these are the phase velocity, νp, and the group velocity, νg. The phase of the wave

travels at the phase velocity; for example, the tip of a particular peak in a wavepacket

will travel at this speed. The phase velocity is often much greater than the speed

of light. The group velocity refers to the speed at which the envelope of the wave

travels; this is the speed at which information is carried by the wave, and does not

exceed the speed of light. The expressions for the phase and group velocity are

νp =
ω

β
(2.5)

νg =
∂ω

∂β
. (2.6)

The characteristic equation in (2.3) can be used in conjunction with the expressions

in (2.5) and (2.6) to plot the relationship between the wave velocities and the fre-

quency; these are known as dispersion curves. Figure 2.2 displays the dispersion

curves of the phase and group velocities, normalised to the speed of light in vacuum,

c0, for some of the lower modes in a rectangular waveguide.
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Figure 2.2: Phase and group velocity dispersion curves, normalised to the speed of light

in vacuum, for some of the lower modes in a G band rectangular waveguide (dimensions

of w = 47.5 mm and h = 22.1 mm and a frequency range of 3.95 to 5.85 GHz bandwidth).

Each of the curves in Figure 2.2 represents a separate mode of propagation within

the waveguide, and they are labelled according to the standard mode nomenclature

for rectangular waveguides. There are in fact two series of modes, referred to as:

Transverse Magnetic (TM) modes, with Hz = 0; and Transverse Electric (TE)

modes, with Ez = 0. However, for the rectangular waveguide, the phase constant

of a TM mode is equal to the phase constant of the equivalent TE mode, therefore

only the TE modes are plotted in Figure 2.2. Waldron [33] prefers to refer to the TE

and TM modes as H and E modes, respectively, however, the TE and TM notation
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is the one that is used predominantly in the field [35, 39–41]. The numbers in the

subscript of the mode refer to the p and q values for that mode, i.e. TEpq and TMpq,

and denote the periodicity of the variation of the field in the x and y directions

respectively. It can be seen that all of the modes are highly dispersive, with their

phase and group velocities being highly dependent on the frequency. The phase

velocities are always greater than the speed of light in the medium, c, whilst the

group velocities are always less than c, but both are asymptotic to c. It can be

shown that the phase and group velocities are related by the expression

νg ≤
c

√
εrµr

≤ νp, (2.7)

or, in another form

νpνg =
c2

εrµr
. (2.8)

In order to maximise the performance of an inspection system, it is necessary to

maximise the signal-to-coherent-noise ratio (SCNR). Coherent noise refers to any

deterministic signals that corrupt the signal of interest and cannot be removed by

temporal averaging. One aspect of using guided waves for inspection, which has an

adverse effect on the SCNR, is the fact that modes propagating within waveguides

often undergo dispersive propagation. It was seen in Figure 2.2 that all of the modes

are highly dispersive. This has the effect that a wavepacket will undergo temporal

spreading as it propagates, due to each of the frequency components inside the

wavepacket travelling at different phase velocities. This temporal spreading causes

a reduction in the amplitude of the signal, which adversely effects the SCNR.

Another aspect of guided wave propagation which can adversely effect the SCNR

is the fact that a waveguide is capable of supporting an infinite number of modes

of propagation. If there are multiple modes propagating, each of the modes will

travel at a different group velocity, and undergo varying degrees of dispersion. Con-

sequently, the propagating modes will become out-of-phase with each other and

undergo complicated interference processes. The result will be a signal which is im-

possible to interpret due to the multitude of reflections and the high level of coherent

noise due to interference effects. It is for this reason that it is desirable to excite
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a signal within the waveguide which contains only a single mode; this is known as

pure mode excitation.

From Figure 2.2 it can be seen that there is a narrow frequency range within which

there is only the TE10 mode that is capable of propagating, before the TE20 begins

to propagate, i.e. from 3.15 to 6.31 GHz. Rectangular waveguides come in a range

of standard sizes, which are referred to as R band, D band, S band, etc. The

dimensions of these standard rectangular waveguides are strictly controlled in order

to gain maximum utility from this pure mode region, and hence each waveguide has

a defined operating frequency range. Figure 2.2 displays the dispersion curves for a

G band rectangular waveguide, which has an operating frequency range of 3.95 to

5.85 GHz. The lower limit of the operating frequency range (3.95 GHz) is somewhat

higher than the cutoff frequency of the TE10 mode (3.15 GHz), this is in order to

operate the waveguide in the region of the dispersion curve which is flattest and

hence least dispersive. The upper limit of operating frequency range 5.85 GHz is

also slightly lower than the cutoff frequency of the TE20 mode (6.31 GHz), and this

is in order to avoid interference from the evanescent TE20 mode, an effect which

becomes greater the closer the operating frequency is to the cutoff frequency.

For comparison, the phase velocity dispersion curves of an R band and an S band

rectangular waveguide are plotted in Figure 2.3. It can be seen that as the size of

the waveguide decreases, the cutoff frequencies of the various modes increase, and

consequently the waveguide can be used for operations in a higher frequency range.

It is very useful to be able to visualise the distribution of the electric and magnetic

fields within the waveguide for each of the modes which are capable of propagating.

Equations known as the field components of the waveguide allow the Cartesian

components of the electric and magnetic fields to be calculated. Waldron [33, p.224]
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Figure 2.3: Phase velocity dispersion curves for two standard sizes of rectangular wave-

guide. It can be seen that each waveguide is capable of supporting the propagation of only

the TE10 mode within its operating frequency range.
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gives the field components for TM modes in rectangular waveguide as

Ex =
pλ20

w
√
whεr

√
2β̄
√
µ0/ε0

εrµr − β̄2
cos kxx sin kyy

Ey =
qλ20

h
√
whεr

√
2β̄
√
µ0/ε0

εrµr − β̄2
sin kxx cos kyy

Ez =
j2
√

2λ0√
whεr

√
εrµr − β̄2

β̄
√
ε0/µ0

sin kxx sin kyy (2.9)

Hx =
−qλ20
h
√
wh

√
2εr
√
ε0/µ0

β̄
(
εrµr − β̄2

) sin kxx cos kyy

Hy =
pλ20

w
√
wh

√
2εr
√
ε0/µ0

β̄
(
εrµr − β̄2

) cos kxx sin kyy

Hz = 0,

where the Cartesian components of the wavenumber vector are given by kx =

p2π2/w2, and ky = q2π2/h2; and β̄ is the phase constant normalised to that of

vacuum, i.e. if λ0 and λwg are the wavelengths in vacuum and inside the waveguide

respectively, then β̄ = λ0/λwg = λ0β/2π. The field components for TE modes are

Ex =
−qλ20
h
√
wh

√
2µr
√
µ0/ε0

β̄
(
εrµr − β̄2

) cos kxx sin kyy

Ey =
pλ20

w
√
wh

√
2µr
√
µ0/ε0

β̄
(
εrµr − β̄2

) sin kxx cos kyy

Ez = 0

Hx =
−pλ20

w
√
whµr

√
2β̄
√
ε0/µ0

εrµr − β̄2
sin kxx cos kyy (2.10)

Hy =
qλ20

h
√
whµr

√
2β̄
√
ε0/µ0

εrµr − β̄2
cos kxx sin kyy

Hz =
j2
√

2λ0√
whµr

√
εrµr − β̄2

β̄
√
µ0/ε0

cos kxx cos kyy.

These field components allow the field distributions to be plotted across a cross-

section of the rectangular waveguide for each of the modes. Figure 2.4 displays the

electric and magnetic field distributions for nine of the lowest modes in rectangular

waveguides. These are in good agreement with the field distributions plotted in

[33,39,41,42].
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Figure 2.4: Field patterns for the nine lowest modes that exist in a rectangular waveguide

with w/h = 2.
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As previously mentioned, it can be seen that the p and q values in the TEpq and

TMpq nomenclature describe the periodicity in the variation of the field across the x

and y directions of the waveguide cross-section, respectively. For example, the TE21

mode displays two half-cycles of variation from one side of the waveguide to the

other, along the x-axis, whilst also displaying a single half-cycle of variation along

the y-axis, from the top of the waveguide to the bottom.

2.3 Numerical Techniques to Study Complex

Problems

The development of this guided microwave inspection technique requires studying

problems of a complex nature, such as the reflection from a non-axisymmetric patch

of wet insulation in the waveguide, or investigating how the transmissive properties

of an array of antennas behave as the design of the antennas is varied. Whilst an ana-

lytical solution could be found in some of the simpler circumstances (for example, the

case of a single probe antenna exciting a rectangular waveguide [43, p.471]), the time

taken to do so, coupled with the complexity of such a solution, and its applicability

to only one type of problem are factors which render this approach unappealing.

Modern computing power has reached the point where numerical techniques can be

used to quickly and accurately simulate problems of great complexity.

There are a variety of numerical techniques that are employed for simulating elec-

tromagnetic problems, with some specialising in their own area of application. Of

the more versatile methods which exist, some of the most widely used include: the

finite element method, the finite-difference time-domain technique, and the method

of moments. The software package that was used to study the complex problems

that arose in the development of this guided microwave technique was the commer-

cially available Microwave Studio (MWS) from the company Computer Simulation

Technology. This software uses the Finite Integration Technique (FIT), which was

first proposed by Weiland in 1977 [44]. Once the structure has been meshed, the
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FIT technique is unique in that it solves the integral form of the full set of Maxwell’s

equations, rather than the differential form [45]. The method calculates all six vec-

tor components of electric field strength and magnetic flux density at each of the

elements in the meshed structure. The FIT technique has the advantages of being

computationally efficient, accurate, easy to use, and less prone to late-time insta-

bility than other techniques [44, 46, 47]. MWS offers a variety of different solvers,

including both a time-domain solver and a frequency-domain solver. The simula-

tions performed in the development of this technique require a wide bandwidth,

therefore the time-domain solver represents the most appropriate choice, due to its

computational efficiency in simulating wide bandwidths.

2.4 Synthetic Time-Domain Reflectometry

The objective of this guided microwave technique is to develop an inspection system

capable of detecting and locating areas of impedance contrast in a waveguide. This is

a common objective, particularly in the telecommunications industry, within which

detecting and locating faults in cables is vitally important. Traditionally, this has

been achieved by sending a step function into the cable and using the reflections to

determine the position, and impedance of the reflecting feature, a method known as

Time-Domain Reflectometry (TDR). An alternative approach, which is more widely

used nowadays, is to launch individual frequency components into the cable, and use

the magnitude and phase of the reflected signal to obtain the reflection coefficient

as a function of frequency. The inverse Fourier transform can then be applied to

view the trace in the time-domain, producing a result which is analogous to both

the original step function method and an ultrasonic A-scan (the one-dimensional

data trace of amplitude against time that is received when an ultrasonic transducer

is placed on a sample). As this method of reflectometry uses the frequency-domain

it is sometimes referred to as frequency-domain reflectometry [48, p.238], but more

recently as synthetic Time-Domain Reflectometry [49, 50]. Whilst the resultant

synthetic TDR signal is similar to the conventional TDR signal, the former has a

number of advantages over the latter, including [48, 51]: improved signal-to-noise
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ratio; reduction in zero-level drift and zero ambiguity; the flexibility to employ any

desired excitation signal; and the option to use time gating to separate the responses

due to multiple features. Synthetic TDR was used throughout this project to obtain

both experimental and simulated results, but the abbreviation TDR will be used

throughout the thesis to refer to synthetic TDR.

The value of a guided wave inspection system is intrinsically related to the resolution

with which it can see features in the waveguide. Good resolution leads not only to

the ability to resolve reflections from two closely spaced features, but also to higher

accuracy in locating features, and greater ease in interpreting signals. Using TDR,

the resolution that is achieved is related to the bandwidth of frequencies comprising

the input signal, according to the equation

∆f ∝ 1

∆t
=

νg
2∆z

, (2.11)

where ∆f is the frequency bandwidth of the signal (∆f = fmax − fmin), ∆t is the

temporal resolution, ∆z is the axial resolution, and νg is the group velocity at the

centre frequency. It can be seen from Equation (2.11) that the temporal, and hence

axial, resolution is optimised by maximising the bandwidth of the signal. Therefore,

the wider the range of frequencies that can be used in the inspection, the sharper

and clearer the resultant signal will be.

2.5 Summary

The theory of guided wave propagation has been presented, beginning with Maxwell’s

equations, followed by a discussion of the boundary conditions which exist in electro-

magnetic waveguides. The analytical solution for electromagnetic waves propagating

within rectangular waveguides has been reviewed, including the use of dispersion

curves to analyse the dispersion properties of waveguide modes, and the merits

of non-dispersive propagation. In addition, the field distributions for rectangular

waveguide modes were displayed, and the advantages of pure-mode excitation were

highlighted.
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The necessity for the use of simulating complex problems with numerical techniques

was stated, followed by the method and advantages of the FIT technique, which was

used during this project.

The method of synthetic TDR was introduced, and its advantages over conventional

TDR were listed. The relationship between the resolution that can be achieved with

TDR and the frequency bandwidth of the signal was stated, highlighting the need

to maximise the bandwidth of operation of the guided microwave technique in order

to obtain sufficient spatial resolution of waveguide features for the technique to be

a practicable inspection tool.
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Coaxial Waveguide Theory

Chapter 2 presented Maxwell’s equations and the boundary conditions that exist on

the walls of a waveguide. Before looking at the complex case of coaxial waveguide

propagation, the theory describing propagation within rectangular waveguides was

discussed, including introducing the characteristic equation and field component

equations. The use of these equations in calculating dispersion curves and field

distributions was described. Also described in the previous chapter was the manner

in which the information from these figures is used to optimise the signal-to-noise

ratio of a guided wave inspection system through suitable choice of mode in order

to minimise undesirable dispersion effects and through careful choice of frequency

range in order to achieve pure-mode excitation.

A pipe which has been thermally insulated and clad forms a large coaxial waveguide.

Many of the concepts from rectangular waveguide propagation are analogous for the

case of coaxial waveguides. This chapter is concerned with the development of a

model to describe the propagation of electromagnetic waves in coaxial waveguides,

thereby enabling the design of a guided microwave inspection system. This will

involve presenting the relationships that are used to calculate the dispersion curves

for coaxial waveguides, and displaying the resultant dispersion curves for various

typical industrial pipeline specifications. In addition, the field component equations
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for coaxial waveguides will be presented, and the resultant field distributions for

several coaxial waveguide modes of propagation will be displayed.

3.1 Assumptions Made by the Model

Two assumptions are made in order to develop the model used to describe electro-

magnetic wave propagation in coaxial waveguides; these will be discussed in detail

in the following two subsections. The first of these is the assumption that the insula-

tion material has a negligible effect on the propagation, and the second assumption

is that the walls of the waveguide formed by the pipeline have an electrical conduc-

tivity that is sufficiently high for it to be considered infinite.

3.1.1 Transparent Insulation

The large coaxial waveguide formed by an insulated pipeline can be used to sup-

port the propagation of electromagnetic waves of any frequency, not just microwave

frequencies. However, it is the microwave frequency range which is of particular in-

terest, for two main reasons. Firstly, the insulation material which fills the annulus

of the coaxial waveguide is a dielectric and as such should be relatively transparent

to microwave frequencies. The second reason is that water, which is the feature that

the technique aims to detect, interacts strongly with electromagnetic waves in the

microwave frequency range (a fact that is well known due to the use of this effect in

the microwave heating of food), and hence should be readily distinguishable from

the dielectric insulation. The interaction of electromagnetic waves with water is

discussed in more detail in Section 6.1.

The material property of a dielectric which describes how it interacts with electric

fields is known as its permittivity, ε. The permittivity of a material is the product

of the vacuum permittivity, ε0 = 8.854× 10−12 F m−1 and the relative permittivity

of the material, εr, so that: ε = ε0εr. The relative permittivity is a complex quantity
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3. Coaxial Waveguide Theory

which depends on the frequency

εr(ω) = ε′r(ω)− jε′′r(ω), (3.1)

with the real part, ε′r, governing the extent to which a material is capable of storing

energy, whilst the imaginary part, ε′′r , describes the energy dissipation within the

material [52, p.162].

Materials which are used for insulation generally owe their low thermal conductivity

values, κ, to the fact that their physical structure predominantly consists of trapped

air; it is the air which has a low thermal conductivity value of κ = 0.0241 W m−1 K−1

at 273 K [52, p.94]. Air has a relative permittivity of εr = 1.000536 [52, p.170], which

is sufficiently close to 1 that air is considered to be electromagnetically identical to

vacuum. As insulation materials are comprised primarily of air, it is expected that

they will have relative permittivity values very close to 1. As an example of this,

rockwool, which is one of the most commonly used insulation materials in the UK,

is said to have a relative permittivity of εr = 1.4 in [53], whilst rigid Polyurethane

Foam (PUF), which is the predominant type of insulation used in Alaska, is said to

have a relative permittivity of εr ≈ 1.3 in [54]. It is important to note, however,

that these insulation materials are manufactured in a wide range of densities, and

that the relative permittivity is dependent on the volume fraction of air, with less

dense insulations having values for εr closer to 1. Therefore, it is more useful to

specify the intrinsic relative permittivity for the materials that the insulation is

formed from. Obtaining these intrinsic permittivity values requires some estimation

and extrapolation from known values and densities. It is estimated that rockwool

has an intrinsic relative permittivity of εr ≈ 6 [55], whilst polyurethane, in a solid

rather than foamed state, has an intrinsic relative permittivity of εr ≈ 3 [56].

Due to this similarity to air, it is expected that the dissipation of energy within the

insulation materials will be minimal. As such, the effect of the insulation material

is neglected from the model used in this chapter, by using a relative permittivity

of εr = 1 throughout. The validity of this assumption will be assessed in Section

5.4 when the effect of different types of insulation materials are experimentally

measured.
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Table 3.1: Table listing the values of the resistivity and conductivity of typical pipeline

materials. Pipes are typically formed from carbon or stainless steel, whilst cladding can be

stainless steel, galvanised carbon steel or aluminium. Kaye and Laby [52, p.150] provided

these values.

Material

Resistivity, ρ

(1× 10−8 Ω m)

Conductivity, σ

(1× 106 S m−1)

273 K 373 K 273 K 373 K

Carbon steel 17.0 23.2 5.88 4.31

Stainless steel 55.0 63.4 1.82 1.58

Aluminium 2.42 3.57 41.3 28.0

3.1.2 Perfectly Conducting Waveguide

The pipe and the cladding act as the inner and outer conductors of the coaxial

waveguide. During electromagnetic wave propagation, the changing magnetic field

within the waveguide excites surface currents on the interior metallic surfaces of

the waveguide. If the electrical resistivity, ρ, of the metal of the walls is high, then

these currents will experience resistance to their flow. The result of this effect is an

attenuation of the passage of the electromagnetic waves. The inner pipe is typically

formed from either carbon steel or stainless steel, whilst the outer cladding can

be formed from carbon steel, stainless steel or aluminium. The resistivities and

conductivities, σ = 1/ρ, for these three materials are given in Table 3.1, from which

it can be seen that the electrical conductivities all take very high values, sufficiently

high to validate the assumption that the waveguide walls have infinite conductivity

and are, therefore, perfectly conducting.

In order to ensure that nothing on the outside of the cladding can affect the waves

propagating inside the waveguide, it is worth considering the skin depth, δ, of the

surface currents induced by microwave propagation in the waveguide. The skin depth

equates to the depth at which the current density within a conductor decreases to
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3. Coaxial Waveguide Theory

1/e of its surface value, and is given by the relationship

δ =

√
2

ωµ0µrσ
, (3.2)

which can be found in [32, p.220], therefore the higher the frequency, the shallower

the skin depth. Consequently the maximum penetration would occur at the lowest

frequencies that will be used, which are 10 MHz with this technique. The maximum

penetration depth of electric current within a conductor is generally accepted to

be 3δ, which will take a maximum value of 3δ = 355 µm for the case of a 10 MHz

frequency in stainless steel, the lowest conductivity material. The cladding will have

a minimum thickness of 500 µm which is comfortably greater than the maximum

penetration depth of the surface currents.

3.2 The Analytical Solution Used by the Model

A coaxial waveguide consists of two cylindrical conductors that are aligned coaxi-

ally along the z-axis, forming an annular space between them which is filled with

a material with permittivity, ε, and permeability µ. The radius of the outer con-

ductor is denoted by a, whilst the radius of the inner conductor is given by b. This

arrangement is shown in Figure 3.1.

For a complete discussion of the analytical solution to coaxial waveguide propaga-

tion, refer to Chapter IV in Waldron [33, p.204]. This section is limited to the results

which enable the development of a model to describe the dispersion characteristics

and field distributions of coaxial waveguide modes. The characteristic equations for

the modes which propagate in coaxial waveguides are given by

Jp(kra)Yp(krb)− Jp(krb)Yp(kra) = 0 (3.3)

J ′p(kra)Y ′p(krb)− J ′p(krb)Y ′p(kra) = 0, (3.4)

where kr is the radial wavenumber, Jp is a Bessel function of first kind of order p,

and Yp is a Bessel function of second kind (also known as a Neumann function) of

order p [33, p.246]. The prime notation in J ′p and Y ′p denotes differentiation, where

J ′p(ξ) =
1

2
(Jp−1(ξ)− Jp+1(ξ)) (3.5)
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z x
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Figure 3.1: Schematic diagram of the cross-section of a coaxial waveguide. The radius

of the outer conductor is referred to as a, whilst the radius of the inner conductor is b.

is a relationship which can be used to obtain the derivative of either of the functions

Jp or Yp [33, p.32]. Contrary to the case of the rectangular waveguide, the Transverse

Magnetic (TM) and Transverse Electric (TE) series of modes have distinct dispersion

curves. Equation (3.3) is the characteristic equation for TM modes, whilst Equation

(3.4) is the characteristic equation for TE modes. In the discussion of rectangular

waveguides in Chapter 2 it was seen that the integers p and q are used to describe

the distinct modes of propagation. This is also the case here, for coaxial waveguides,

with the two series of modes having their own set of p and q modes: TMpq and TEpq.

The Equations (3.3) and (3.4) are implicit, and they can only be solved numerically.

For each particular mode, the p and q values are input into either (3.3) or (3.4)

depending on the mode series, with p determining the order of the Bessel functions,

and q indicating the number of the zero (the position on the x-axis where the function

crosses and the y value becomes equal to zero) of the Bessel function corresponding

to the solution of the characteristic equation for that particular mode. Therefore in

order to solve the characteristic equations for any mode (p, q) which exists in the

coaxial waveguide, it is necessary to be able to determine the position of the qth zero

of any Bessel function, or its derivative, of order p. If we take ξ = kb and define

γ = a/b then ka = γξ which can be substituted into Equation (3.3) or (3.4) and
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solved to give ξ as the qth zero of the Bessel function of order p, for a particular

combination of p and q. Then the phase constant, β becomes

β =

(
2π

λ

)√
1− ξ2λ2

4π2b2
. (3.6)

The phase and group velocities in a coaxial waveguide adhere to the same relation-

ship with the phase constant as for the rectangular waveguide and are therefore

given in (2.5) and (2.6). Using these, the phase and group velocity dispersion curves

can be plotted for any of the TMpq and TEpq modes. However, there is one mode

which is fundamentally different to the TM and TE modes and did not exist in

the rectangular waveguide: it is the Transverse Electromagnetic (TEM) mode, also

referred to as the transmission-line mode. Whilst the transverse electric modes lack

a longitudinal electric field component and the transverse magnetic modes lack a

longitudinal magnetic field component, the TEM mode lacks both longitudinal com-

ponents. The phase constant for the TEM mode, assuming that εr = 1, is given

by

β =
2π

λ0
= ω
√
ε0µ0 =

ω

c
. (3.7)

It can be seen from the relationships in (2.5) and (3.7) that for the TEM mode

ω/β = νp = c, therefore the TEM mode has a phase velocity equal to the speed

of light at all frequencies, and is therefore non-dispersive. Similarly from (2.6) it

can be seen that νg = ∂ω/∂β = c, demonstrating that the group velocity is also

non-dispersive and equal to the speed of light at all frequencies. The phase and

group velocity dispersion curves, normalised to c, for many of the lowest modes in

both the TE and TM series are plotted in Figure 3.2.

It can be seen from the dispersion curves in Figure 3.2 that the majority of the modes

are highly dispersive, with the TEM mode being the only exception. These disper-

sion curves are plotted for a coaxial waveguide with dimensions of a = 157.5 mm

and b = 80 mm, which is approximately equivalent to a 6 ” pipe with 3 ” insulation,

though, as mentioned in Section 3.1, the permittivity of the medium within the

waveguide is assumed to be equal to that of vacuum. From Figure 3.2 it becomes

apparent that the modes are divided into distinct families, defined by the value of

the integer q, so that there is a TEp1 mode family on its own spread over the lower
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Figure 3.2: Phase and group velocity dispersion curves, normalised to the speed of

light in vacuum, for some of the lower modes in a coaxial waveguide with dimensions of

a = 157.5 mm and b = 80 mm. Only the modes up to TM44 and TE44 are plotted, for

clarity.

frequencies, and above this the TEp2 and TMp2 families overlapping each other. The

explanation for this separation of the mode families is facilitated by the plots of the

modal field distributions, which will be presented later in this section.

The purpose of developing this model allowing the calculation of these dispersion

curves is to assess the feasibility of using these insulated pipelines as coaxial waveg-

uides. To this end, Figure 3.3 displays the dispersion curves for six different pipeline

specifications. The three plots in the left-hand column show the effect on the dis-

persion curves of increasing the pipe diameter from 6 ” to 60 ” whilst keeping the
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(b) 12 ” pipe with 1 ” insulation
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(c) 18 ” pipe with 3 ” insulation

10
9

10
10

0

1

2

3

4

5

Frequency (GHz)

N
or

m
al

is
ed

 P
ha

se
 V

el
oc

ity
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TEM

TM
02

TE
02

TM
03

TE
03

TM
04

TE
04

TE
11

TM
12

TE
12

TM
13

TE
13

TM
14

TE
14

TE
21

TM
22

TE
22

TM
23

TE
23

TM
24

TE
24

TE
31

TM
32

TE
32

TM
33

TE
33

TM
34

TE
34

TE
41

TM
42

TE
42

TM
43

TE
43

TM
44

TE
44

TM modes
TE modes

(d) 12 ” pipe with 2 ” insulation
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(e) 60 ” pipe with 3 ” insulation
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(f) 12 ” pipe with 3 ” insulation

Figure 3.3: Phase velocity dispersion curves for the lowest modes in coaxial waveguides.

Figures (a), (c), and (e) show the effect of increasing the radius of the inner pipe, whilst

(b), (d), and (f) show the effect of increasing the thickness of the insulation.
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thickness of the insulation constant at 3 ”. It can be seen that the TEp1 mode fam-

ily moves towards lower frequencies as the pipe diameter increases, with the cutoff

frequency of the lowest TE11 mode occurring at 400 MHz, 180 MHz, and 60 MHz for

the 6, 18, and 60 ” pipes, respectively. However, the cutoff frequency of the lowest

non-TEp1 mode, the TM02 mode, occurs at approximately the same frequency of

1.97 GHz in each case. The three plots in the right-hand column show the effect of

increasing the insulation thickness whilst keeping the pipe diameter constant at 12 ”.

It can be seen that the TEp1 mode family does not move with respect to frequency

as the insulation thickness increases from 1 ” to 3 ”, with the cutoff frequency of

the lowest TE11 mode occurring at approximately the same frequency of 250 MHz

for each of the three insulation thicknesses plotted. However, the modes of all the

other mode families do vary with respect to frequency; they move towards lower

frequencies as the thickness of the insulation is increased. The cutoff frequency

of the lowest non-TEp1 mode, TM02, occurs at 5.9 GHz, 2.9 GHz, and 2.0 GHz for

insulation thickness of 1 ”, 2 ”, and 3 ”, respectively.

In order to gain sufficient understanding of the modes of propagation in coaxial

waveguides to be able to effectively design the guided wave inspection system, the

modal field distributions are required. The field component equations were derived

from expressions given in [33] to give the relationships required to plot the field

distributions for TM modes, TE modes and the special case of the TEM mode. For
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TM modes, the field components for modes for which p 6= 0 are given by

Er =
2λ0

ωπε0εr

X ′p(kr) sin pθ√
a2X ′2p(γξ)− b2X ′2p(ξ)

Eθ =
2λ0p

ωπε0εrkr

Xp(kr) cos pθ√
a2X ′2p(γξ)− b2X ′2p(ξ)

Ez =
j2λ0k

ωπε0εrβ

Xp(kr) sin pθ√
a2X ′2p(γξ)− b2X ′2p(ξ)

(3.8)

Hr = − 2λ0p

πβkr

Xp(kr) cos pθ√
a2X ′2p(γξ)− b2X ′2p(ξ)

Hθ =
2λ0
πβ

X ′p(kr) sin pθ√
a2X ′2p(γξ)− b2X ′2p(ξ)

Hz = 0,

where

Xp(kr) = Jp(kr)Yp(ka)− Jp(ka)Yp(kr)

X ′p(kr) = J ′p(kr)Yp(ka)− Jp(ka)Y ′p(kr). (3.9)

However the TM modes for which p = 0 (TM0q), have field components given by

Er =
2λ0

ωπε0εr

X ′0(kr)√
a2X ′20(γξ)− b2X ′20(ξ)

Eθ = 0

Ez =
j2λ0k

ωπε0εrβ

X0(kr)√
a2X ′20(γξ)− b2X ′20(ξ)

(3.10)

Hr = 0

Hθ =
2λ0
πβ

X ′0(kr) sin pθ√
a2X ′20(γξ)− b2X ′20(ξ)

Hz = 0.
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The field components for the TE modes are given by the following set of equations

Er = − 2λ0p

πβkr

Zp(kr) sin pθ√
a2 − p2

k2
Z2
p(γξ)− b2 − p2

k2
Z2
p(ξ)

Eθ = −2λ0
πβ

Z ′p(kr) cos pθ√
a2 − p2

k2
Z2
p(γξ)− b2 − p2

k2
Z2
p(ξ)

Ez = 0

Hr =
2λ0

ωπµ0µr

Z ′p(kr) cos pθ√
a2 − p2

k2
Z2
p(γξ)− b2 − p2

k2
Z2
p(ξ)

(3.11)

Hθ = − 2λ0p

ωπµ0µrkr

Zp(kr) sin pθ√
a2 − p2

k2
Z2
p(γξ)− b2 − p2

k2
Z2
p(ξ)

Hz =
j2λ0k

ωπµ0µrβ

Zp(kr) cos pθ√
a2 − p2

k2
Z2
p(γξ)− b2 − p2

k2
Z2
p(ξ)

,

where

Zp(kr) = Jp(kr)Y
′
p(ka)− J ′p(ka)Yp(kr)

Z ′p(kr) = J ′p(kr)Y
′
p(ka)− J ′p(ka)Y ′p(kr). (3.12)

The TEM mode has a unique set of field components, which are given by

Er =
λ0
√
β

r
√

2ωπε0 ln(a
b
)

Eθ = 0

Ez = 0 (3.13)

Hr = 0

Hθ =
ωε0εrλ0

r
√

2βωπε0 ln(a
b
)

Hz = 0.

The relationships in (3.8), (3.10), (3.11), and (3.13) can be used to plot the modal

field distributions for any of the modes which propagate in coaxial waveguides.

Figure 3.4 displays the electric and magnetic field distribution on a cross-section of

a coaxial waveguide with γ = a/b = 4 for fifteen of the lowest modes capable of

propagating in coaxial waveguides.
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Figure 3.4: Field patterns for fifteen of the modes that exist in coaxial waveguides.
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It is apparent from Figure 3.4 that there is a relationship between the p and q values

of a mode and the field distribution, which is analogous to that demonstrated by

the rectangular waveguide. The value of the p integer corresponds to the number of

cycles of variation of the field about the circumference of the waveguide, whilst the q

integer relates to the number of half-cycles of variation in the radial direction, from

the inner conductor to the outer. This is intuitive if a coaxial waveguide is considered

to be a rectangular waveguide that has been stretched along the x-axis and wrapped

around onto itself. However, whilst the q integer directly relates to the number of

cycles along the y-axis in the rectangular waveguide, for coaxial waveguide mode

nomenclature, it is the quantity q− 1 that corresponds to the number of half-cycles

in the radial direction. This discrepancy in the mode nomenclature is corrected with

the notation used by Waldron in [33], however, the TM and TE nomenclature is the

one which has persisted.

It was noted earlier in this section, in reference to Figure 3.2, that the dispersion

curves of the modes tend to group together into mode families. With an understand-

ing of the periodicity in the field distributions of the modes, this grouping behaviour

can be explained. The TEM mode propagates at all frequencies and thus does not

have a cutoff frequency, therefore it is the TE11 mode which is the mode with the

lowest cutoff frequency. The cutoff frequency is directly related to the physical size

of the space within which the field distribution must be accommodated. This is be-

cause, at the cutoff frequency, the wavenumber vector, k, is contained in the plane of

the cross-section of the coaxial waveguide, thus must match the spatial constraints

of the waveguide. A diagram illustrating how the wavenumber vector would look if

the annulus of the coaxial waveguide were unwrapped, is displayed in Figure 3.5.

In order to understand the behaviour of the cutoff frequencies of the modes in coaxial

waveguides as a function of variables such as pipe diameter, and insulation thickness,

we begin by looking at the wavenumber vector. The magnitude of k is given by

|k| = 2πf

c
=

2π

λ
, (3.14)

where λ is the wavelength in an infinite medium with material properties equal to

those of the medium filling the waveguide. The wavenumber vector has radial and
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Figure 3.5: Diagram illustrating the unwrapping of the coaxial annulus. The average

radius of the coaxial waveguide is denoted by s, giving a circumference of 2πs, and the

annular distance is denoted by d. The wavenumber vector, k, has radial and circumferen-

tial coordinates given by kr and kθ. At the cutoff frequency of a mode, the wavenumber

vector is contained in the plane of the cross-section of the waveguide, and the two dashed

boxes in the Figure will coincide.

circumferential components, as shown in Figure 3.5, which are related according to

|k|2 = k2r + k2θ . (3.15)

Converting wavenumbers into wavelengths using (3.14) and cancelling the 2π factor,

gives (
1

λ

)2

=

(
1

λr

)2

+

(
1

λθ

)2

, (3.16)

where λr and λθ are the radial and circumferential components of the wavelength.

Considering a mode Tp,q; it has already been described that there are p full-cycles of

oscillation circumferentially, and q − 1 half-cycles of oscillation radially. Therefore

it can be seen that

λr =
2d

q − 1
and λθ =

2πs

p
. (3.17)

Thus, for the Tp,q mode, the cutoff frequency, Fp,q = c/λ, is given by(
Fp,q
c

)2

=

(
q − 1

2d

)2

+

(
p

2πs

)2

. (3.18)
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If we compare two cutoff frequencies Fp,q and Fp+1,q, we obtain

F 2
p,q

c2
=

(
q − 1

2d

)2

+
p2

4π2s2
(3.19)

F 2
p+1,q

c2
=

(
q − 1

2d

)2

+
p2 + 1 + 2p

4π2s2
. (3.20)

Subtracting (3.19) from (3.20), we find

F 2
p+1,q − F 2

p,q

c2
=

1 + 2p

4π2s2
. (3.21)

Rewriting this using the difference of two squares, and taking the difference between

these two cutoff frequencies to be ∆F = Fp+1,q−Fp,q, and taking the average of the

two cutoff frequencies to be F̄ = 1
2
(Fp+1,q + Fp,q) gives

∆F =
c2(1 + 2p)

2π2s2F̄
. (3.22)

From (3.22), we can draw certain conclusions which explain the trends in the cutoff

frequencies of the modes in the plots in Figure 3.3. As the value of q increases,

(3.18) indicates that the cutoff frequency will increase; thus, F̄ will also increase.

Consequently, this causes a decrease in ∆F , according to (3.22). This is the reason

why the dispersion curves of the mode families tend to overlap each other more

closely at higher values of q, a trend which can be seen by comparison of the TMp2,

TMp3, and TMp4 mode families in Figure 3.3(a).

From (3.18) it can be seen that as the thickness of the insulation, s, increases, F̄

decreases, thus, the separation between the cutoff frequencies of the modes widens as

∆F increases. This can be seen by comparison of the TMp2 mode family in Figures

3.3(b), (d), and (f).

Finally, we know that as the pipe diameter increases, the average radius of the

waveguide, s, increases, and from (3.22) it can be seen that this causes ∆F to

decrease. This is a trend which is observed during comparison of the TMp2 mode

family in Figures 3.3(a), (c), and (e); the dispersion curves of the mode family

become more closely overlapping as the pipe diameter increases.

Close comparison of Figure 3.4(a) with Figures 3.4(b),(c),(d), and (e) reveals a

fundamental difference in the symmetry between the TEM mode and the modes of
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the TEp1 mode family. Whilst the TEM mode is axisymmetric, with no variation

in its field distribution about the circumference of the waveguide, the modes of

the TEp1 mode family are non-axisymmetric with p cycles of variation about the

circumference of the waveguide. There are many other modes which display the same

axisymmetric field distribution as the TEM mode, in fact any mode with p = 0 will

be axisymmetric, however, they begin to propagate at higher frequencies than the

first few modes of the TEp1 mode family.

3.3 Design of a Guided Wave Inspection System

With the coaxial waveguide model fully developed, allowing the dispersion curves

and field distribution of any mode of propagation to be plotted, the guided mi-

crowave inspection system can be designed appropriately to take full advantage of

the properties of the coaxial waveguide modes and the frequency bandwidth avail-

able. There are several factors to consider during the design of the inspection system,

which will be discussed in turn in this section.

3.3.1 Non-Dispersive Propagation

The disadvantages of dispersive wave propagation were mentioned in Section 2.2 in

relation to the rectangular waveguide. A wavepacket typically consists of a spectrum

of frequencies; during dispersive propagation, each of these frequency components

will propagate at a different group velocity. As a result the wavepacket spreads out

in time as it propagates causing a loss of amplitude and an undesired increase in the

duration of the wavepacket. Therefore, it is advantageous to perform an inspection

using a mode that is capable of non-dispersive propagation. It is ideal, therefore,

that the coaxial waveguide is capable of supporting the TEM mode, as this mode is

non-dispersive and represents the ideal mode with which to perform the inspection.
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3.3.2 Mode Purity

The requirement for mode purity was discussed in Section 2.2. The propagation of a

signal containing multiple modes leads to interference between the modes and a high

level of coherent noise in the signal, leading to an inability to perform an effective

inspection. Therefore, it is desirable to propagate only a single mode. As the TEM

mode is non-dispersive it is the ideal mode with which to perform the inspection,

therefore our excitation of the waveguide would seek to excite only the TEM mode.

Pure mode excitation of the TEM mode would provide an inspection signal which

is non-dispersive and should give a good signal-to-coherent-noise ratio.

3.3.3 Frequency Bandwidth

An important consideration when selecting a frequency range for the inspection is

the interaction of water with electromagnetic waves of those frequencies. It has

already been noted in Section 1.3 that the amplitude of the reflection from water is

dependent on the relative permittivity of water. Grant [34] gives a figure of εr = 79.7

at 1 GHz. Jackson [32, p.315] displays a figure plotting the index of refraction of

water, n, as a function of frequency, which is reproduced as Figure 6.1 in Section

6.1, in which the electromagnetic wave interaction with water is discussed. From

this figure it can be seen that the index of refraction has a high value of n = 9 from

low frequencies up to 10 GHz, with the value dropping off at higher frequencies. The

relative permittivity is related to the index of refraction by εr = n2, therefore εr = 81

in this frequency range, which is in agreement with the value given by Grant. In

order to maximise the sensitivity of the technique it would be beneficial to operate

in the frequency range within which the relative permittivity of water has a high

value: at frequencies below 10 GHz.

Time-Domain Reflectometry was discussed in Section 2.4, from which Equation

(2.11) revealed that the broader the bandwidth of the inspection signal, the better

the resolution of waveguide features would be. Therefore, from this information, we

would seek to maximise the upper frequency limit of the excitation signal, with the
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lower frequency limit being determined by the microwave generation hardware to

be 10 MHz.

3.4 Use of an Array of Antennas

We have determined that we wish to propagate a non-dispersive mode, and ide-

ally achieve excitation of only a single mode. These requirements can be met by

exciting only the TEM mode. However, the difficulty arises when we try to meet

the requirements for the bandwidth of the signal. In order to achieve pure mode

excitation with a single antenna or a horn, only frequencies up to the cutoff of the

TE11 mode can be used, which imposes a severe restriction on the bandwidth of the

signal. For example, the cutoff frequency of the TE11 mode for a 60 ” pipe occurs

at 60 MHz, which would result in a minimum resolvable distance of 2.5 m (assuming

∆f = 1/∆t). Such a resolution would adversely affect the performance and value

of the inspection technique and is therefore unacceptable.

The approach that was adopted to overcome this problem, was to use a frequency

range up to the cutoff frequency of the TM02 mode, giving a bandwidth of 2 GHz (this

would be the minimum bandwidth available based on the lowest cutoff frequency of

the TM02 mode which occurs with 3 ” insulation). A bandwidth of 2 GHz would lead

to an axial resolution of 75 mm [57], which would deliver good spatial resolution of

features within the waveguide. This approach means that some of the lower modes

of the TEp1 mode family are capable of propagating, therefore the excitation system

needs to be designed to achieve pure-mode excitation of the TEM mode. The

method employed here aims to remove the spurious modes of the TEp1 mode family

by means of an array of antennas distributed regularly about the circumference

of the waveguide. If the field produced by the antenna array does not match the

mode shape of the selected mode, the input energy will be distributed across other,

spurious modes, therefore the array needs to be designed such that the antenna

array field matches that of the TEM mode. The basic principle of this method is
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already in use in guided ultrasonic waves [12,58,59], wherein the excitation system

exploits the characteristics of the mode shapes of different guided waves.

2 antennas

8 antennas

Amplitude

Circumference
of waveguide

2π

2π0

0

11TE

41TE

Figure 3.6: Diagram illustrating the use of an antenna array to suppress non-

axisymmetric modes. The diagrams on the left represent the mode structures of the

modes: TE11 and TE41. The diagrams on the right provide an unwrapped representation

of how the electric field of these modes varies about the circumference of the waveguide;

the TE11 mode has one cycle of variation, whilst the TE41 has four cycles of variation

about the circumference. With two antennas per cycle, any positive electric field ampli-

tude is cancelled by the corresponding signal measured by the next antenna positioned a

half cycle around the circumference.

The difference in the symmetry of the axisymmetric TEM mode and the non-

axisymmetric TEp1 modes has already been mentioned. This difference in symmetry

can be used as a differentiating factor to suppress only the TEp1 modes. If P takes

the p value of the highest propagating member of the TEp1 mode family within

the excited bandwidth, then the ring-array will require 2P antennas, which will be

arranged at regular intervals about the circumference. This number of antennas is

sufficient to suppress all of the propagating non-axisymmetric modes, with no ad-

verse effect on the TEM mode. For instance, considering the reception problem, it
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will be sufficient to take the signals received by each antenna and add them in phase

as illustrated in Figure 3.6. By employing two antennas per cycle of circumferential

variation of non-axisymmetric modes, the amplitude of the positive electric field due

to a non-axisymmetric mode that is detected by any antenna is exactly cancelled by

an equal negative amplitude detected by a corresponding antenna in the array. On

the other hand, the TEM mode is reinforced when summing the signals, as it has

a mode structure that is axisymmetric and all the signals are added coherently. By

reciprocity the cancellation of higher order modes also occurs when the array is used

to excite the waveguide, leading to pure TEM excitation. Each of the antennas in the

array is supplied with an identical signal by employing a splitter component, which

splits a single channel into the required number of channels to supply the array. The

splitter is designed to preserve the equality of the magnitude and phase across all

of the channels of the array, in order to ensure that the summation process is able

to accurately cancel out the non-axisymmetric modes. Clearly, this array approach

cannot be applied to filter the TM02 and TE02 modes as they are axisymmetric and

whose cutoff frequencies, therefore, determine the maximum bandwidth that can be

achieved with the antenna array. A complete discussion of the factors affecting the

design of the antenna array will be given in Chapter 4.

3.5 Summary

In this chapter, the theory describing electromagnetic wave propagation within coax-

ial waveguides has been described, leading to the development of a model allowing

the calculation of the dispersion curves and field distributions for any mode of prop-

agation in the coaxial waveguides formed by insulated pipelines of various realistic

dimensions.

The assumptions made by the model are covered, followed by introducing the char-

acteristic equations for the two series of modes that can propagate. The field com-

ponents for the modes are given, and the field distributions of several of the lower

modes are plotted. The behaviour of the modes in the dispersion curves is explained,
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with several sets of dispersion curves plotted for varying pipeline sizes and insulation

thicknesses.

The design of a guided wave inspection system is discussed, including the topics of

dispersive propagation, mode purity and the effect of frequency bandwidth. The

chapter concludes with an evaluation of the feasibility of using the large coaxial

waveguides formed by industrial pipelines to support the propagation of guided

microwaves capable of inspecting for the presence of water. Whilst the conventional

approach to achieving mode purity, of working below the cutoff frequency of the

lowest mode, will not be feasible, an alternative approach involving the use of an

array of antennas is devised.
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Chapter 4

Antenna Array Design

The previous chapter focussed on the development of a model to describe electro-

magnetic wave propagation in coaxial waveguides. The dispersion characteristics of

the modes of propagation were studied, along with their field distributions, in order

to assess the feasibility of using insulated pipelines as a waveguide to enable the

inspection of the insulation layer for the presence of water. It was found that for

such coaxial waveguides, the frequency range within which only the TEM mode is

capable of propagating is severely limited, which would have an adverse effect on

the spatial resolution of the inspection technique. Therefore, an approach involving

the use of an antenna array was devised. If the array is populated with a number

of antennas that is at least twice the number of circumferential cycles of variation

in the field distribution of the highest order mode capable of propagating in the

excited frequency range, then all of the higher-circumferential-order spurious modes

will be suppressed, resulting in pure-mode excitation of the TEM mode.

This chapter will discuss the factors that affect the design of the antenna array,

including the type of antenna used, results from a preliminary experiment to assess

practical feasibility, methods to improve the impedance match at the antenna, and

how the array design will vary with different pipeline specifications. The antenna

array approach is presented in a paper in the Journal of Nondestructive Evaluation
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[P4], and the results from the preliminary experiment are covered in a paper in the

QNDE 2009 conference proceedings [P1].

4.1 Monopole Antennas

A common problem in the field of microwave engineering is that of transferring the

microwave signal from a coaxial cable into a waveguide. The simplest example of this

type of problem is the excitation of a rectangular waveguide with a coaxial cable.

Reich [40, p.324] states that this can be achieved with a probe antenna, formed

from an extension of the inner conductor of the coaxial cable, oriented parallel to

the electric field and located near a point of maximum electric field strength. The

probe should be placed a quarter-wavelength from the end of the waveguide, where

the end is terminated in a short-circuit, as shown in Figure 4.1, so that waves

reflecting from this termination will reinforce the direct waves. Balanis [60, p.384]

and Pozar [35, p.208] give further descriptions of this probe antenna technique,

whilst Collin [43, p.471] provides an analytical solution to the problem.

4
λ

Probe
antenna

Rectangular
waveguide

Coaxial line Dielectric

Direction of waveguide
Short-circuiting

termination

Figure 4.1: Diagram of a junction between a coaxial line and a rectangular waveguide

using a probe antenna to couple the electric fields.

The description of simple antennas in Demarest [61, p.595] indicates that this type

of probe antenna, formed from an extension of the inner conductor is termed a

monopole antenna. Monopole antennas are a form of dipole antenna, in which half of

the length of the dipole has been removed and replaced by a ground plane, as shown
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4
λ

Ground
plane

Monopole antenna Dipole antenna

2
λ

Coaxial line

Figure 4.2: Diagram of a monopole antenna and a dipole antenna, which have identical

radiation patterns.

in Figure 4.2. Considering the case of a probe antenna in a rectangular waveguide

coupling to the electric field, the outer conductor of the coaxial line connects to the

wall of the waveguide, forming the ground plane, whilst the inner conductor extends

into the waveguide creating a monopole antenna. Monopole antennas are resonant

when their length is equal to a quarter-wavelength, therefore it would be expected

that a probe antenna in a waveguide would become most effective when its length

equals a quarter-wavelength, however, spatial constraints within waveguides may

render this resonant length impossible to achieve.

4.2 Preliminary Antenna Array Design

After the initial theoretical feasibility study was conducted, in which the model of

coaxial waveguide propagation was developed, a preliminary experiment was per-

formed to determine how well the technique would work in practice. In order to

perform this preliminary experiment, an excitation system was required. This exci-

tation system is in the form of an array, for reasons discussed in Chapter 3. As it is

the approach set out in the microwave engineering literature (e.g. Reich [40, p.324]),

the array was formed from monopole antennas created by extending the inner con-

ductors of the coaxial cables radially towards the inner conductor of the coaxial
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(a) A single preliminary antenna (b) Preliminary antenna array

Figure 4.3: (a) Photograph of the design employed for the preliminary antennas. (b)

Photograph of the full array of eight antennas.

waveguide. Reich also states [40, p.326] that the probe is more effective if the an-

tenna is extended fully across the rectangular waveguide, making electrical contact

with the other side. Therefore, for the application of this coaxial waveguide array,

this approach was adapted by extending the antennas radially across the full annu-

lar distance, with an additional device fitted to the inner ducting to maintain good

electrical contact of the distal end of the antenna with the inner duct. The antennas

were formed by soldering a brass rod with a radius of 0.6 mm to the inner conductor

of an SMA bulkhead connector. A photograph of one of these antennas is displayed

in Figure 4.3(a), with the complete array displayed in Figure 4.3(b).

Full details of the experimental setup which was used throughout the development

of this guided microwave technique will be provided in Chapter 5, therefore, only a

minimal description of the setup will be provided here. A Vector Network Analyser

(VNA) was used to generate the microwave signal. In order to supply each of the

antennas in the array with a microwave signal, a splitter component was used to

divide the single channel output from the VNA into the eight channels required for

the array. This setup is displayed in a schematic diagram in Figure 4.4; the length

of the waveguide used in this experiment was 6 m.

The signal obtained from this setup is shown in Figure 4.5. The x-axis of the data
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Figure 4.4: Diagram of the experimental setup used in the preliminary experiment. The

VNA is connected to the 8-way splitter that divides the signal into the eight channels

required to feed the array of eight antennas.

from the TDR calculations performed by the VNA is time; this is converted to the

distance travelled by the microwave signal by multiplying by the speed of light in

vacuum, c, which is the velocity of propagation of the TEM mode. As the mea-

surements are taken in a reflectometry mode, the distances are also divided by two,

so that the x-axis corresponds directly to the position of waveguide features. The

small peak at 0 m represents the signal leaving the VNA; the signal with four peaks

at approximately 1 m is due to reflections from within the splitter. At 3 m, there

is a reflection with a very large amplitude, which is due to the point at which the

signal encounters the antenna array within the waveguide. The large reflection is

due to the impedance mismatch at this point, which results in significantly reduced

transmission of the microwave signal into the waveguide. The peak 6 m later, at

9 m, represents the reflection from the short-circuit termination at the end of the

waveguide. The region of noise between 4.5 and 5.5 m has a higher amplitude be-

cause it is a reverberation of the splitter signal; it was subsequently found that

such reverberations could be removed by suitable calibration of the VNA. Whilst

the results from this preliminary experiment indicated the practical feasibility of

the method, the signal has a coherent noise level which is too high for it to be

used effectively for inspection. The reason for the low SCNR value of 14 dB is the
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impedance mismatch at the antenna array, which has the effect of reflecting the inci-

dent energy back into the feeding cable system, and only allowing a minority of the

energy into the waveguide. This has the combined effect of reducing the amplitude

of the desirable signal, and increasing the amplitude of the coherent noise, as the

reflected energy reverberates in the feeding cable system. As an indication of the

extent of the impedance mismatch, the VNA has an intrinsic impedance of 50 Ω,

as do all the coaxial cables used to convey the microwave signal from the VNA to

the antennas, whilst the impedance of the coaxial waveguide formed by an insulated

pipeline can vary from 62 Ω down to 4 Ω. A means of quantifying the extent of the

effect of the impedance mismatch is to take the amplitude of the reflection from the

antennas relative to the amplitude of the reflection from the end of the waveguide,

the latter of which is equivalent to the amplitude of the transmitted TEM mode.

This Impedance Matching Ratio (IMR) takes a value of 5.67 for this preliminary ar-

ray. As a consequence of these preliminary results, the need to address the problem

of impedance matching was recognised. Therefore, an investigation was conducted

into possible methods of matching the impedance of the antenna array to the coaxial

cables feeding the array.

4.3 Impedance Matching

4.3.1 Potential Impedance Matching Methods

There are many diverse methods of improving the impedance match between one

system and another; some are more suited to certain applications than others. For

instance, a method known as lumped element matching involves connecting reactive

components (capacitors or inductors) either in series with, or in parallel to, the

load impedance, in an effort to match the imaginary parts of the impedance [35,

p.223]. However, this is a technique which is designed for use in microwave circuit

applications, and could not be applied here.

Another technique that can be used is that of the quarter-wave transformer [62,
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Figure 4.5: The signal from the preliminary antenna design. The signal has a low SCNR

due to the poor impedance match at the antennas, which prompted an investigation into

possible methods of matching the impedance of the antenna array to the coaxial cables

feeding the array.

p.53]. This is used to match a section of transmission line with an impedance, Z1,

to a second section with an impedance, Z2, by installing an intermediate section of

transmission line with a length equal to a quarter-wavelength, and an impedance

of
√
Z1Z2. This technique is inherently narrowband, as the length of the matching

section is related to the wavelength, and whilst there are more complicated variations

on this technique which achieve more broadband matching, none are suited to this

application as the presence of the antennas makes our application more complex

than simply matching two lengths of transmission line.

A technique which could potentially be used in our application is referred to as

waveguide reactive elements in [63, p.339]. The method involves introducing metallic

elements, in the form of diaphragms, apertures and rods, into the waveguide, which

contribute a reactive component to the impedance at that point. However, the

reluctance of pipeline operators to permit such intrusions and the complexity of

installing such components in the field, renders this technique unfeasible.
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Two techniques were unsuccessfully tested in the laboratory. These were port-

matching and triple-stub tuners. Port-matching [64, 65] is a software feature of

the VNA which allows the effect of reactive circuit components (capacitors and in-

ductors, as in the lumped element method described above) to be mathematically

embedded into the frequency domain responses measured by the instrument. Cal-

ibration of the instrument at the ends of the cable which connects to the antenna

moves the reference plane of the VNA to this point, allowing these matching ele-

ments to be embedded next to the antenna, facilitating the matching process. The

second technique which was tested was the use of a triple-stub tuner [63, p.317],

which is a piece of hardware that is comprised of three lengths of transmission line

(stubs) and is connected in between the coaxial line and the antenna. The lengths

of the three stubs can be varied to adjust the reactive contributions from each of the

stubs in order to achieve an impedance match. Both techniques were tested experi-

mentally, for a range of bandwidths about a constant centre frequency of 955 MHz.

In both cases it was found that the techniques were able to achieve a good impedance

match when the frequency range was narrow, but the performance of the techniques

suffered drastically as the bandwidth was increased to the 2 GHz required by this

guided microwave technique. Therefore, an alternative impedance matching method

was sought.

4.3.2 Impedance Matching with Antenna Design

Reich [40, p.325] warns of the difficulty of matching the impedance of the coaxial

line to the rectangular waveguide over a wide frequency range, but suggests that the

impedance mismatch problem can be somewhat alleviated through proper choice of

probe length, and position relative to the closed waveguide termination; with the

optimum arrangement most readily determined through experimentation. Reich

also states that the impedance match can be improved by adjusting the radius of

the probe antenna to an optimum value relative to the width of the rectangular

waveguide. Achieving an impedance match through the design of the antenna itself

would be the ideal solution to this problem, as it would not require any additional
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components in the setup or any additional intrusions through the pipeline cladding

into the insulation.

The potential of this technique to improve the impedance match of an antenna in

a waveguide was investigated initially with simple experiments involving a single

probe antenna exciting a rectangular waveguide, full details of which can be found

in Appendix A. The experimental results demonstrated that the technique was very

effective in improving the impedance match at the antennas, achieving a reduction

in the IMR from 470 to 0.22, by finding the optimum length and radius for the

antenna rod. The results were compared to simulations performed in Microwave

Studio, and were found to be in very good agreement. This provides validation for

the accuracy of the software in simulating the behaviour of antennas radiating within

waveguides, which is crucial for the continued use of the software in the development

of an antenna array for the excitation of large coaxial waveguides.

4.4 Simulations to Optimise Antenna Array

Experiments with a single antenna in a rectangular waveguide demonstrated the

effectiveness of impedance matching through the design of the antenna. In order

to use this method of impedance matching on the coaxial waveguide antenna array,

a method of obtaining the optimum antenna design is required. An experimental

approach would require fabricating eight antennas of each design, which would be

prohibitively time-consuming. Consideration of an analytical approach to calculat-

ing the optimum design highlights the complexity of the excitation of large coaxial

waveguides with a monopole antenna, particularly in the near-field where evanes-

cent modes have to be considered. Relevant literature [66, 67] only studies the case

of a single antenna in the waveguide. The situation becomes increasingly compli-

cated with the introduction of additional antennas into the array, due to mutual

coupling between antennas. Due to this complexity analytical solutions cannot be

relied upon for optimising the antenna design. Therefore, as the performance of

the simulation software has been validated by comparison with the experimental
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results in rectangular waveguide, numerical simulations will be performed to study

the effect of varying antenna parameters on the impedance match at the array, in

order to optimise the antenna design.

4.4.1 Methods for Using MWS to Simulate

an Antenna Array

The Microwave Studio software employs a hexahedral grid to mesh the structure,

with the planes of this grid aligned along the Cartesian axes. The simulation of

a coaxial waveguide involves components with circular cross-sections, not easily

described by a hexahedral mesh. It might be expected that this would lead to

inaccurate simulations, however, this is not the case, as the software is capable of

implementing a perfect boundary approximation [68] of curved surfaces. Using this

perfect boundary approximation, the hexahedral mesh does not attempt to conform

to a curved surface, instead, sub-cellular information from partially filled elements

is taken into account in order to accurately simulate the curved surface.

In MWS, the source of the simulation excitation is defined by setting waveguide

ports on the face of a component. The software determines the field distributions

of the modes that can exist for the cross-section of the component at which the

waveguide port was created. The user selects the mode that will be input into the

model, and this field distribution is then used, in conjunction with the user-supplied

frequency range, to calculate the excitation signal to be applied at the waveguide

port. The use of a hexahedral grid imposes a limitation on these waveguide ports:

they have to be aligned with a Cartesian axis plane. This causes difficulties when

modelling an array of antennas. An array with two or four antennas can achieve

suitable alignment, however, arrays with six or more antennas cannot be aligned

in this manner. This difficulty was overcome by creating additional cable compo-

nents feeding each antenna to enable a 90◦ bend to be introduced, thus allowing all

waveguide ports to be aligned with the x-y plane, as shown in Figure 4.6, which

displays an array with six antennas; the lowest number that requires this approach
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(a) Waveguide and feeding cables (b) Antenna array

Figure 4.6: Model of a six-antenna array used to excite a large coaxial waveguide formed

from an annular vacuum component in blue within a perfectly electrically conductive

background material. The feeding cables incorporate a 90◦ bend in order to align the

waveguide ports (red squares) with the x-y plane.

for the model to function. Simulations were performed to ensure that the bends in

the feeding cables did not effect the results.

The simulation software enables the user to define the background material. For

all simulations, the Perfect Electrical Conductor (PEC) material was chosen as

the background material. Most models involved creating components from vacuum

material, as this has electromagnetic properties which are effectively identical to air.

For example, to model the large coaxial waveguide formed by a pipe, the background

material is set to PEC, and then a single annular component is constructed from

vacuum with its inner and outer radii defining the dimensions of the annular space

occupied by the pipe’s insulation. The use of PEC makes the assumption that the

conductivity of the pipe and cladding materials is sufficiently high that it can be

considered to be infinite, whilst the use of vacuum to model the insulation’s annulus

makes the assumption that the insulation has a relative permittivity, εr = 1, and is

not lossy. These are the same assumptions used in the development of the coaxial

waveguide model, discussed in Section 3.1. The results from this software were

carefully validated against published work [69, 70], and experimental results, at all
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stages, to ensure that the assumptions made in the choice of material properties

were not leading to inaccurate simulations.

4.4.2 Optimisation of Antenna Design

To optimise the design of the antennas in an array exciting a waveguide with dimen-

sions of a = 157.5 mm and b = 80 mm, the approach that was adopted initially was

to perform a parameter sweep of the length of the antenna rod, to find the optimum

length. Subsequently, a parameter sweep of the radius of the rod was conducted,

to find the optimum radius. However, it became apparent that this method would

not lead to the overall optimum design as the two parameters affect each other.

Therefore, a two-dimensional parameter sweep was conducted of antenna length

and radius. The IMR calculated for each of these designs was plotted as a surface,

as shown in Figure 4.7(a). Further parameter sweeps focussing on a narrower region

of interest were conducted to fine-tune the optimum design, resulting in an optimum

length of 0.89 of the annular distance, equal to 63.8 mm, and an optimum radius of

5.57 mm.

The disadvantage of performing a two-dimensional parameter sweep is the high

computational cost, the plot in Figure 4.7(a) required the simulation of 420 differ-

ent models, with each model taking approximately 23 min. As the optimum antenna

design is dependent on the pipeline specification, in order to determine the optimum

design for each of these specifications, a more efficient approach was required. The

surface plotted in Figure 4.7(a) has a smooth gradient, with no local minima, as

such it lends itself to the use of the pattern search optimisation algorithm [71]. An

example of the results of running the algorithm to find the optimum antenna design

for a waveguide with the same dimensions of a = 157.5 mm and b = 80 mm is dis-

played in Figure 4.7(b). The algorithm required only 99 simulations to converge on

the minimum of the IMR, a significant saving (5 days) in computational expense.

This approach has the additional advantage of resulting in a more accurate opti-

mum design than a two-dimensional parameter sweep, as the accuracy of the latter

approach is limited by the sampling discretisation of the parameters.
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Figure 4.7: Methods used to optimise the design of the antenna array: (a) displays the

results of the initial approach, a two dimensional parameter sweep; (b) displays the results

using the pattern search optimisation algorithm, which yields more accurate results and

a 76 % saving in time.
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4.5 Array Designs for Various Pipeline

Specifications

In order to use the technique on the wide variety of pipeline specifications that are

used industrially, the optimum antenna design would need to be known for each

specification. The pipeline diameters of interest are listed in Table 4.1 in terms of

their nominal pipe size, and the actual outer diameter that this corresponds to in

inches. In addition, the third column displays the number of antennas required in the

array to achieve pure-mode excitation of the TEM mode in a waveguide formed by a

pipeline with this diameter. For each of these pipe diameters, insulation thicknesses

of 1, 2, 3, and 4 ” were investigated, by performing an optimisation of the antenna

design for that pipeline specification, with the number of antennas in the array

determined by the pipe diameter, as described in Table 4.1. The optimum designs

for each pipe diameter and insulation thickness are specified in Table 4.2 and plotted

in Figure 4.8.

From Figure 4.8, it can be seen that there are clear trends in the optimum length

and optimum radius of the antenna rods. For each insulation thickness, the opti-

mum length and radius appears to be relatively constant as the pipe diameter is

Table 4.1: Table listing the pipeline diameters for which optimum antenna designs were

obtained, accompanied by the number of antennas required in each case.

Pipe Diameter Pipe Diameter Number of antennas

(NPS) (”) required

4 4.5 6

6 6.625 8

8 8.625 10

12 12.75 14

18 18 20

24 24 24
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Table 4.2: Table giving the optimum antenna designs, in terms of the optimum length

(as a fraction of the annular distance), optimum radius, and resultant IMR, for pipes with

diameters of 4, 6, 8, 12, 18, and 24 ” and insulation thicknesses of 1, 2, 3, and 4 ”.

Pipe Insulation
a

(mm)

b

(mm)

Z0

(Ω)

Optimum Optimum

IMRdiameter thickness length radius

(”) (”) (fraction) (mm)

4.5 1 82.55 57.15 22.05 0.9864 5.680 0.2448

4.5 2 107.95 57.15 38.13 0.9981 3.548 0.5009

4.5 3 133.35 57.15 50.80 0.8785 6.516 0.4560

4.5 4 158.75 57.15 61.26 0.8321 8.473 0.4835

6.625 1 109.54 84.14 15.82 0.9933 5.969 0.2957

6.625 2 134.94 84.14 28.32 0.9929 2.061 0.5514

6.625 3 160.34 84.14 38.66 0.8902 6.395 0.5030

6.625 4 185.74 84.14 47.48 0.7994 8.469 0.5884

8.625 1 134.94 109.54 12.50 0.9943 4.504 0.2407

8.625 2 160.34 109.54 22.85 0.9910 3.902 0.5158

8.625 3 185.74 109.54 31.66 0.8814 6.620 0.5892

8.625 4 211.14 109.54 39.35 0.8044 8.438 0.5386

12.75 1 187.33 161.93 8.74 0.9900 5.969 0.2048

12.75 2 212.73 161.93 16.36 0.9900 4.125 0.5993

12.75 3 238.13 161.93 23.12 0.8531 7.688 0.6392

12.75 4 263.53 161.93 29.20 0.8238 8.464 0.6130

18 1 254.00 228.60 6.32 0.9857 4.953 0.2686

18 2 279.40 228.60 12.03 0.9935 2.426 0.5648

18 3 304.80 228.60 17.25 0.8727 5.773 0.7043

18 4 330.20 228.60 22.05 0.7940 11.031 0.7075

24 1 330.20 304.80 4.80 0.9934 4.992 0.2288

24 2 355.60 304.80 9.24 0.9989 3.242 0.5665

24 3 381.00 304.80 13.38 0.8473 8.279 0.6988

24 4 406.40 304.80 17.25 0.7594 9.938 0.6805
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Figure 4.8: Figure displaying the optimum antenna designs for pipe diameters of 4, 6,

8, 12, 18, and 24 ” and insulation thicknesses of 1, 2, 3, and 4 ”. The optimum length is

displayed on the z-axis, the optimum radius is denoted by the size of the spot, with the

value given in mm above the spot, and the IMR of the antenna is given by the colour of

the spot.

increased. This is beneficial for the practical implementation of the technique, as it

means that a different antenna design is only required for each different insulation

thickness. Therefore, a facility which uses 1, 2, 3, and 4 ” insulation thicknesses

on its pipes, would require only four different antenna designs, with the diameter

of the pipe determining the number of antennas (as specified in Table 4.1) to be

installed. Whilst greatly simplifying the implementation of this technique, such an

approach would involve a compromise in the efficiency of the excitation arrays, as

they would no longer be optimally matched for each individual situation. Whether

the compromise can be tolerated without experiencing excessive adverse effects on

the excitation array, in order to benefit from this simpler installation approach would

require further simulation work.
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4.6 Summary

In the previous chapter, the use of an array of antennas was proposed in order

to achieve pure-mode excitation of the TEM mode. In this chapter, the array of

antennas was designed. This design process began with a review of the type of

antennas that are used for this type of application, followed by the fabrication of an

array based on an adaption of antennas described in the literature for a preliminary

experiment to test the excitation of a large coaxial waveguide.

Whilst this preliminary experiment indicated the practical feasibility of the tech-

nique, the SCNR was low due to the impedance mismatch at the antennas, resulting

in only a sixth of the incident signal energy being transmitted into the waveguide.

This prompted an investigation into potential methods of improving the impedance

match. Some of these methods were discounted due to their inapplicability to this

situation. Two methods were assessed experimentally, and whilst they managed to

improve the impedance match at narrow bandwidths, they were both incapable of

impedance matching when the bandwidth was increased to that required by this

technique.

Subsequently, a test was conducted of a method of impedance matching through

altering the design of the antenna itself, by performing simulations and experiments

of the simple case of a single antenna exciting a rectangular waveguide. The results

demonstrated that the length and diameter of the antenna had a very significant

effect on the impedance match, therefore, this method was investigated for the

more complicated situation of the antenna array exciting a large coaxial waveguide.

Simulations were performed to optimise the length and diameter of the antenna

rods in the array. It was found that the pattern search optimisation routine could

be employed to find the optimum design with greater speed and accuracy than with

a two-dimensional parameter sweep of length and radius.

The optimisation routine was then employed to find the optimum antenna designs

for a wide variety of pipeline specifications (pipe diameters and insulation thick-

nesses). It was found that the same antenna design could be used for a particular
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insulation thickness irrespective of the diameter of the pipe (although more antennas

are required for larger pipes), which simplifies the practical implementation of this

guided microwave technique.
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Chapter 5

Experimental Validation of the

Technique

The previous chapter presented results which were obtained from a preliminary

experiment to assess the practical feasibility of this guided microwave technique.

Whilst the results confirmed the feasibility of the approach, the transmission of

energy from the antenna array into the waveguide was poor. This was due to a

significant impedance mismatch at the antennas. The chapter discussed the use

of the simulation software to optimise the design of the antenna to improve the

impedance match between the coaxial feeding cables and the antennas within the

coaxial waveguide. The results demonstrated that the length and diameter of the

metallic rod forming the antenna had a very significant effect on the impedance

match. By simultaneously varying both of these parameters in a simulation of the

antenna array in a coaxial waveguide, the optimum design of the antenna for various

typical pipeline specifications was obtained.

This chapter begins with a description of the experimental setup used throughout

the development of this technique. The first experiments performed with this setup

were to validate the simulated results for optimum antenna designs, by using these

designs to excite propagation in two waveguides of different sizes. The experimental

setup was also used to validate the approach of using an antenna array by comparing
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the signal obtained from exciting only a single antenna with the signal obtained from

exciting the full array of eight antennas. In addition, experiments were performed

to measure the attenuation of the microwave signal due to the presence within

the waveguide of different types of insulation that are commonly used in industry.

Finally, in order to have confidence that the model experiments performed in the

laboratory are representative of the conditions which exists on industrial pipelines,

validation is sought by performing a field test on a section of real industrial insulated

piping.

The validation of the simulated optimum antenna designs was reported in the QNDE

2010 conference proceedings [P2], and in a paper in the Journal of Nondestruc-

tive Evaluation [P4]; the latter of which also discussed the validation of the array

approach. The field test validation of the model laboratory experiments will be

presented in a paper submitted to the journal Insight [P6].

5.1 Experimental Setup

The experimental setup used throughout the development of this technique em-

ployed ventilation ducting to represent a 6 ” pipe with 3 ” insulation, as shown in

Figure 5.1. This ducting was formed from spirally wound galvanised steel sheet,

and was purchased from Lindab [72]. The outer duct had a diameter of 315 mm,

and the inner duct had a diameter of 160 mm, with wall thicknesses of 0.6 mm and

0.5 mm, respectively. These ducting dimensions produce a coaxial waveguide with

a = 157.5 mm and b = 80 mm. The length of the waveguide formed by this ducting

was 3 m, and each end of the waveguide was terminated in a short-circuit formed

by a metallic end-cap. From an electromagnetic point of view, a coaxial waveguide

formed from ducting should be almost identical to that formed by a real pipeline, as

the thickness of the conductors is irrelevant due to the extremely small skin depth at

microwave frequencies, as discussed in Section 3.1.2. Initial experiments were con-

ducted with no insulation in the annular volume between the pipe and the cladding,
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Vector network 
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ducting

Figure 5.1: Photograph of the experimental setup used in the laboratory. Coaxially

aligned lengths of ventilation ducting with a = 157.5 mm and b = 80 mm are used to

represent a 6 ” pipe with 3 ” insulation.

however, the effect of insulation is investigated experimentally in Section 5.4. A Vec-

tor Network Analyser (VNA) from Agilent (model E8361C with a frequency range

from 10 MHz to 67 GHz) was used to generate the microwave frequency signal. The

VNA has 2 ports and can be used to record the 2-port scattering parameter matrix

as a function of frequency, although only 1 port is used for the type of pulse-echo

measurements conducted here. From this frequency-domain data, TDR is used to

calculate the signals in the time-domain. The VNA is capable of performing these

TDR calculations in real-time, so that the position of features within the waveguide

can be monitored in real-time. For the waveguide dimensions formed by the ducting,

the cutoff frequency of the TM02 mode occurs at 1.923 GHz, and it is this cutoff fre-

quency that defines the upper limit of the frequency range, as explained in Section

3.4. Consequently, a maximum operating frequency of 1.9 GHz is selected, whilst

the minimum operating frequency is defined by the minimum frequency of the VNA:

10 MHz. Within this operating frequency range, there are four modes of the TEp1

mode family capable of propagating, therefore eight antennas are required for the
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Figure 5.2: Schematic diagram of the experimental setup used in the laboratory. The

waveguide is formed from an inner duct aligned coaxially within the outer duct, both

with a length of 3 m, and with short-circuiting metallic end-caps fitted to both ends.

A vector network analyser generates the microwave signal; an 8-way splitter divides the

single channel into the eight required for the array; eight cables of equal length (in order to

preserve equality of phase) connect the splitter outputs with the antennas of the array. The

antennas are positioned λm/4 = 78.5 mm from the proximal short-circuiting termination,

for constructive interference.

array to be effective. The array employed in the experiment was configured with

these eight antennas arranged about the circumference at 45◦ intervals, as shown in

Figure 5.1. To admit the antennas, holes were drilled in the appropriate positions

in the outer ducting. An 8-way splitter was required in order to split the single

channel from port 1 of the VNA into the eight channels required to excite each an-

tenna in the array, and also to recombine the reflected signals. The splitter used was

obtained from ETL systems (model COM08L1P-2508). The splitter was connected

to the antennas by means of eight SMA cables of equal length, in order to pre-

serve equality of phase in each of the channels. The antenna array was positioned a

quarter-wavelength from the short-circuiting end-cap for constructive interference in

the desired direction of propagation. Wavelength is frequency dependent (λ = c/f),

therefore, the centre frequency, fm = 955 MHz, is used, giving a centre wavelength
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Figure 5.3: Photograph of the antenna fabricated according to the simulated optimum

design for a coaxial waveguide with a = 157.5 mm and b = 80 mm.

of λm/4 = 78.5 mm. A schematic diagram of this experimental setup is displayed in

Figure 5.2.

The optimum antenna design for a coaxial waveguide with a = 157.5 mm and

b = 80 mm was obtained from simulations, as described in Section 4.4.2. The op-

timum design was a length of 0.89 of the annular distance, equal to 63.8 mm, and

a radius of 5.57 mm. A photograph of one of these antennas is displayed in Fig-

ure 5.3. The antenna rods were fabricated from brass, which was machined to the

appropriate dimensions; this antenna rod was then soldered to the SMA bulkhead

connector.

An additional coaxial waveguide was set up to represent a pipe with thinner insu-

lation; this was formed from the same type of ducting as in the first setup, with

the same inner duct with a diameter of 160 mm, but a different outer duct with

a diameter of 280 mm. This arrangement gives cross-sectional dimensions for this

coaxial waveguide of a = 140 mm and b = 80 mm, approximately equivalent to a 6 ”

pipe with 2 ” insulation. The optimum design for this waveguide was determined

to be a length of 0.993 of the annular distance, equal to 44.6 mm, and a radius of

4.5 mm. The type of antenna which is used throughout the development of this

guided microwave technique is a prototype design, which is required to be installed

from the inside of the cladding. This can create a problem for antennas which are

long relative to the annular distance, such as this optimum length of 0.993. This
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means that there would not be sufficient space to introduce the antenna and install

it into its hole in the cladding. Therefore a 1 mm reduction in the length to 43.6 mm

was incorporated into the antenna design, which was then fabricated.

5.2 Experimental Results from Optimised Array

The signal obtained from the optimised antenna array for a coaxial waveguide with

a = 157.5 mm, b = 80 mm, equivalent to a 6 ” pipe with 3 ” insulation, is displayed

in Figure 5.4. The antenna reflection appears at 0 m, with the end reflection occur-

ring at 3 m. It can be seen that the level of noise in between these two reflections

is dramatically reduced in comparison to the signal displayed in Figure 4.5. This

is quantified by the value of the SCNR, for which the preliminary array achieved

14.0 dB, whilst this optimised array achieves 39.4 dB, which is a significant improve-

ment. The IMR value, which quantifies the extent of the impedance mismatch, is

also significantly improved with a reduction from 5.67 to 0.525.

The signal from the optimised array for a coaxial waveguide with a = 140 mm and
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Figure 5.4: Signal from the ducting equivalent to a 6 ” pipe with 3 ” insulation.
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Figure 5.5: Signal from the ducting equivalent to a 6 ” pipe with 2 ” insulation.

b = 80 mm, equivalent to a 6 ” pipe with 2 ” insulation, is displayed in Figure 5.5.

It can be seen that the IMR of this signal is not quite as good as in Figure 5.4 with

a value of 1.48 compared to 0.525. This is due to the necessity to make the antenna

shorter than the optimum design due to spatial constraints within the waveguide.

Despite the relatively high IMR, the SCNR of this signal is very good, with a

value of 41.8 dB. The excellent results obtained from these two experiments provide

validation for the use of the Microwave Studio simulation software to optimise the

design of the antennas.

5.3 Validation of Array Approach

The use of an array is a fundamental aspect of the design of the excitation system;

as such, the array approach warrants validation. This validation was sought by

performing an experiment involving the ducting with a = 157.5 mm and b = 80 mm,

in which a signal was recorded with only a single antenna exciting the waveguide,
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Figure 5.6: Comparison of signals obtained with a single antenna and a complete array

of eight antennas. The improvement in the SCNR with the use of an array provides

validation for the array approach used in the excitation system.

followed by a signal recorded with all eight antennas in the array being used for

excitation. These two signals are displayed in Figure 5.6.

Figure 5.6(a) displays the signal from only a single antenna. It is apparent that there

is a lot of coherent noise in this signal, which is quantified with a SCNR of 4.8 dB.

This coherent noise is due to the propagation of the unsuppressed modes of the TEp1

mode family, which experience interference effects as they propagate. Figure 5.6(b)

displays the signal with excitation from the array of eight antennas. This equates

to an increase in the SCNR by a factor of 52, and demonstrates the effectiveness of

the excitation system, providing experimental validation for the array approach.

5.4 Effect of Insulation

There are two main mechanisms which attenuate the propagation of guided electro-

magnetic waves. The first of these was mentioned in Section 3.1.2, and is due to the

metal which forms the waveguide walls. The magnetic field of the propagating elec-

tromagnetic wave induces surface currents which flow in the walls of the waveguide,
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these currents experience resistance due to the finite value of the conductivity of

the wall material, and this attenuates the passage of electromagnetic waves. The

conductivities of the materials from which the pipe and cladding are constructed

are high, the values for typical pipeline materials are given in Table 3.1, lying in

the range between 1.6× 106 S m−1 and 42× 106 S m−1. Since these pipe materials

have high conductivities, then this first form of attenuation is minimal. The second

attenuation mechanism is due to the material filling the waveguide and is linked to

the interaction of electromagnetic waves with water, which will be discussed in more

detail in Section 6.1. The oscillating electric field of the electromagnetic wave causes

any polar molecules within the material filling the waveguide to undergo rotation to

match the field alignment, which dissipates energy into the material, and attenuates

(a) Rockwool (b) Polyurethane foam (c) Glass foam

Figure 5.7: Photographs of three of the main insulation types used industrially: (a)

rockwool, (b) polyurethane foam, (c) glass foam.
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the electromagnetic wave. As the first attenuation mechanism is minimal, the range

of this guided microwave inspection technique will be limited by the attenuation of

the insulation materials. As such, the measurement of the attenuation of insulation

materials that are commonly used industrially is of great relevance to the practical

value of the technique.

These insulation attenuation measurement experiments were all performed using

ducting forming a coaxial waveguide with a = 140 mm and b = 80 mm. Due to

the differences in the attenuation of the insulation materials, the measurement tech-

niques varied slightly, with low attenuations requiring longer lengths of insulation

material in order to obtain an attenuation of the signal which was measurable.

Photographs of samples of three of the main types of insulation that are used indus-

trially are displayed in Figure 5.7: rockwool, polyurethane foam, and glass foam.

5.4.1 Rockwool Insulation

Rockwool is a type of insulation formed from fibres of volcanic diabase rock [73]

that is widely used on pipelines at high temperatures. It is hydrophobic over the

short-term, with water running off its surface, however, if immersed in water for a

period of 7-14 days, it will become saturated, gaining up to ten times its weight in

water. The density of rockwool is typically in the region of 120 kg m−3, and it has a

thermal conductivity of approximately κ = 0.039 W m−1 K−1 [73].

The experiment to measure the attenuation of rockwool involved a waveguide with a

length, l, of 6 m. An initial signal was recorded with no insulation present inside the

waveguide. Subsequently, the entire length of the waveguide was filled with rockwool

insulation, purchased from PAR Group [74], in the form of tubular half-shells with

an inside diameter of 170 mm and an outside diameter of 270 mm, in order to fit

within the coaxial waveguide. The signal from the insulated waveguide was then

recorded, and is plotted alongside the empty waveguide signal in Figure 5.8.

The signals are normalised to the amplitude of the antenna reflection at 0 m. The
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reduction in the amplitude of the end reflection with the introduction of the insula-

tion is due to the attenuation of the insulation material. The amplitude of the end

reflection from the uninsulated waveguide, A1, and the amplitude of the end reflec-

tion from the insulated waveguide, A2, can be used to determine the attenuation

coefficient, α, using the equation

α =

(
20

l

)
log10

(
A1

A2

)
. (5.1)

This gives an attenuation for rockwool of α = 0.21 dB m−1. It should be noted that

since the length used in the attenuation calculation is 6 m (the physical length of the

waveguide) rather than 12 m (the distance travelled by the signal), the attenuation

coefficient takes into account the loss experienced during the return journey; as such

it would more accurately be termed the pulse-echo attenuation coefficient.

As with previous signals, the x-axis of the figure, displaying distance, is calculated

using c as the velocity of propagation of the TEM mode in air. However, the

TEM mode is no longer travelling in air; there is a dielectric material within the

waveguide. From Figure 5.8, it can be seen that the reflection from the end of the

waveguide is delayed in its arrival by the introduction of the rockwool insulation.
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Figure 5.8: Signals measuring the attenuation of rockwool insulation.
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The group velocity, νg, of an electromagnetic wave in a medium is related to the

material properties by

νg =
1

√
ε0εrµ0µr

=
c

√
εrµr

. (5.2)

The arrival time of the signal with no insulation in the waveguide indicates that the

velocity of propagation is νg = 2.964× 108 m s−1, whilst the velocity of propagation

with the rockwool within the waveguide is νg = 2.863× 108 m s−1. This corresponds

to a 3.4 % reduction in velocity due to the rockwool. As dielectric materials usually

do not exhibit a magnetic response, it is a safe assumption to let µr = 1, therefore,

the velocity of propagation in rockwool can be used to obtain an approximate value

for the real part of the relative permittivity of rockwool, using Equation (5.2). This

gives a value of εr = 1.097 for rockwool.

5.4.2 Polyurethane Foam Insulation

Polyurethane foam (PUF) insulation is a polymer formed from the combination of

two monomers: one containing isocyanate functional groups, the other containing

hydroxyl functional groups. The two monomers are combined by mechanical mixing,

which creates nucleation sites for the formation of bubbles, causing the mixture to

foam. The foam mixture expands as the reaction proceeds, and finally sets rigidly.

PUF insulation, like rockwool, is used for high temperature service, but its main

geographical regions of employment are in locations such as Alaska. Due to the

closed-cell structure of the insulation, it does not easily absorb water, absorbing

less than 1.4 % of its weight in water after 96 hours of immersion, though over the

course of years industrial observations have shown that it does become saturated.

The density of PUF is controlled during manufacture, but the grade typically used

industrially has a density of 48 kg m−3. The thermal conductivity is approximately

κ = 0.026 W m−1 K−1 [75].

The experiment to measure the attenuation of PUF insulation employed a 3 m length

of waveguide. Three 400 mm long sections of PUF insulation, in the form of half-

shells with an inside diameter of 164 mm and an outside diameter of 276 mm, were
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Figure 5.9: Signals measuring the attenuation of polyurethane foam insulation.

obtained from Trident Foams [76]. These were introduced into the waveguide one

at a time, from the end distal to the antenna array, with the start of the PUF posi-

tioned at the 1.3 m point. Figure 5.9 displays the signal from the empty waveguide,

alongside the signals from 0.4, 0.8, and 1.2 m of insulation. It can be seen that as ad-

ditional lengths of PUF insulation are introduced, the amplitude of the end reflection

is reduced, due to the attenuation caused by the PUF insulation. By comparison of

the 1.2 m PUF signal with the empty waveguide signal, and using Equation (5.1),

the pulse-echo attenuation coefficient is calculated to be α = 1.2 dB m−1. This is an

attenuation coefficient which is six times greater than that of rockwool. The pres-

ence of increasing lengths of PUF in the waveguide also causes increasing delays in

the arrival of the end reflection, however, since the waveguide is not completely filled

with the material, measurement of the relative permittivity through the reduction

in the velocity of propagation would be inaccurate.
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5.4.3 Glass Foam Insulation

The third type of insulation is known as glass foam insulation. This is formed from

melting down recycled glass; the addition of carbon results in the production of

carbon dioxide which causes foaming to occur. This type of insulation is primarily

used for cold-service pipes, where the pipes are carrying liquids at a lower than

ambient temperature. This type of pipeline is at risk of water vapour condensing

on its cold surface, therefore the glass foam insulation is covered by a vapour-proof

barrier, in the form of a butyl wrap backed with foil. The density of glass foam

insulation is similar to rockwool, approximately 120 kg m−3, and it has a thermal

conductivity of approximately κ = 0.042 W m−1 K−1 [77]. A low water absorbance

of 0.2 % is recorded for glass foam insulation, which is due to water adhering to the

surface cells of the foam [77].

Once again, this experiment involved a 3 m length of waveguide. The glass foam

insulation was obtained as a sample from BP’s Wytch Farm industrial site. It

took the form of a half-shell with an inside diameter of 175 mm and an outside

diameter of 270 mm. Three sections were cut from this sample, with lengths of 50,
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Figure 5.10: Signals measuring the attenuation of glass foam insulation.
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100, and 150 mm, which were introduced from the distal end of the waveguide and

positioned with a separation of 250 mm from the end-cap. The resultant four signals

are displayed in Figure 5.10, from which it can be seen that even short lengths of

glass foam insulation cause massive attenuation of the signal. Using the 150 mm glass

foam signal, and the empty waveguide signal, the pulse-echo attenuation coefficient

is calculated to be α = 143 dB m−1, which is extremely attenuative. This type of

insulation could not be inspected with this guided microwave technique.

The use of this guided microwave technique with glass foam insulation would have

been more problematic than with the other two types of insulation, regardless of the

massive attenuation. The necessity to maintain the integrity of the vapour-proof

barrier on the outside surface of the glass foam insulation would have rendered the

installation of the antennas almost impossible. In addition, the value of deploying

this guided microwave technique on this type of insulation would be minimal, as

this type of insulation demonstrates very low water absorbance.

5.5 Field Test to Validate Laboratory Setup

The experiments performed thus far in this chapter were carried out using a model

experimental setup, which employed ventilation ducting to simulate a clad and insu-

lated pipeline. From an electromagnetic point of view, a coaxial waveguide formed

from ducting should be almost identical to that formed by a real pipeline, however,

there are some properties of a real pipeline which are not taken into account by

the laboratory setup, such as the conductivity of the actual pipeline materials used,

potential corrugations or gaps in the cladding, additional fixings or sealants which

may be used during assembly, surface roughness, and any other unforseen complica-

tions. Therefore, this section aims to confirm that the guided microwave technique

maintains its performance when deployed on a real pipeline in the field, and to val-

idate the model laboratory experimental setup, by comparing experimental results

obtained in the laboratory to results obtained in the field.
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5.5.1 Experimental Setup

The field test was conducted at BP’s Wytch Farm facility in Dorset, UK in November

2011. The section of piping used for the field test was an uncoated 6 m length of

carbon steel pipe with a diameter of 6 ” (NPS6 Sch40). The pipe was elevated off

the ground by a truss support at each end. The thermal insulation fitted to the pipe

was rockwool, which is the type of insulation predominantly used at Wytch Farm.

The pipe was insulated by the facility’s insulation contractor in accordance with the

facility standard. This involved fitting pre-formed rockwool half-shells around the

pipe, each with a length of 1 m. The thickness of the rockwool insulation was 2 ”,

which is the standard thickness for the facility. To protect the insulation, cladding

was fitted, in the form of galvanised steel sheet, sections of which were placed onto

the insulation and secured in place with metallic bands. To facilitate supporting

the pipes and to enable transportation, a 0.5 m section of pipe was left exposed at

each end of the pipe, therefore only 5 m of pipe was insulated. The exposed ends

of the insulation were fitted with metallic capping plates, and sealed to prevent

water ingress. Section 6.4 will present results from an experiment in which sections

of wet insulation were introduced into the waveguide. To provide access for this

experiment, an access window was fitted in the centre of the pipe, consisting of a

galvanised steel sheet with clips to allow it to be removed and replaced easily. This

section of piping, with the removable cladding section, is shown in Figure 5.11(a).

As this section of piping is a 6 ” pipe with 2 ” insulation, the antenna array from the

equivalent model experiment was used. The same experimental setup was used as

in the laboratory, with the same VNA, splitter, and SMA cables, arranged as shown

in the photograph in Figure 5.11(b). The frequency range was also the same as in

previous laboratory experiments: 10 MHz to 1.9 GHz.

5.5.2 Validation of Laboratory Results

In order to determine the extent to which the model laboratory experimental setup

accurately represents an industrial clad and insulated pipeline, a direct comparison
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Removable 
cladding section

2” rockwool insulation clad 
with galvanised steel sheet

6” carbon steel pipe

(a) Section of piping used for field test

8 antenna
array

8-way splitter

Vector network
analyser

6” carbon steel
pipe

(b) Experimental setup for field test

Figure 5.11: Photos from the field tests: (a) the section of real industrial pipeline, with

removable cladding cover to provide access to the insulation; and (b) the equipment used

to take the readings.

of two analogous signals was performed. The first signal was obtained from the model

ducting experiment in the laboratory with a coaxial waveguide with a = 140 mm

and b = 80 mm; the second signal was obtained from this section of real piping.

The laboratory ducting waveguide had a length of 6 m, and was completely filled

with the same rockwool insulation as was used in Section 5.4.1. The two signals,

normalised to their antenna reflections, are plotted in Figure 5.12.

Both of the signals are normalised to the amplitude of the reflection from the an-

tenna at 0 m. The length of the waveguide for the field test was 5 m, but the end

reflection appears at 5.39 m. Once again, this is due to the reduction in the velocity
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of propagation due to the material properties of the rockwool insulation filling the

waveguide. The permittivity of the rockwool inside the field test waveguide caused

a 7.2 % reduction in the velocity of the microwave signal relative to its velocity in

air. The laboratory waveguide had a length of 6 m, but the end reflection appears at

6.28 m, a 4.5 % reduction in velocity, due to the same effect. The fact that the field

test signal shows a greater reduction in the velocity of propagation suggests that

the field test rockwool may have a higher relative permittivity than the laboratory

rockwool, with values of 1.16 and 1.097, respectively. However, this is not the case;

it is merely that the rockwool used at the field test facility is of a higher mass density

than the rockwool purchased for the laboratory experiment, with density values of

96.4 kg m−3 and 80.7 kg m−3, respectively. The permittivity of a dielectric material

will increase as the mass density increases, this is caused by the dielectric material
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Figure 5.12: Comparison of a signal recorded during the field test on a 5 m length wave-

guide with a signal recorded using the model laboratory setup of a 6 m length waveguide.

The difference in the lengths of the waveguides tested gives rise to the difference in the

arrival times of the end reflections. Excellent agreement is demonstrated between the two,

providing validation for the accuracy of the laboratory setup in representing the conditions

which exist on a real insulated pipeline.
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replacing the low permittivity air within the structure of the material. This differ-

ence in density also explains why the amplitude of the reflection from the end of the

waveguide is lower for the field test result than for the laboratory result; the slight

attenuation due to the rockwool, quantified as α = 0.2 dB m−1 for the laboratory

density rockwool, is magnified by the higher density of the rockwool used at the

facility.

One of the unforeseen complications of using this technique on a real section of

pipeline was the discovery that, prior to fitting the cladding, the rockwool insu-

lation shells are fastened to the pipe by lengths of steel wire which are wrapped

around the pipe at 300 mm intervals along its length. It might be expected that

such metallic reflectors within the waveguide would contribute to the noise level in

the signal by giving rise to low amplitude reflections, due to the wire creating an

axisymmetric reduction in the radius of the outer conductor and consequently af-

fecting the impedance of the waveguide at that location. However, the SCNR levels

for the field test signal and the laboratory signal are given as 23.1 dB and 23.2 dB,

respectively, in Figure 5.12. The similarity of the field test SCNR to that obtained in

the lab on a waveguide of equivalent dimensions demonstrates the robustness of the

technique in the presence of such anomalies, which are inevitable in the industrial

environment.

Aside from the differences in velocity of propagation and attenuation due to the

variation in the density of the rockwool the signals are very similar, with SCNR val-

ues that are in good agreement. This supports the accuracy of the model laboratory

experiments in representing the conditions which exist on real industrial insulated

pipelines. This result, therefore, validates the use of the model experimental setup,

enabling its continued use to investigate other features of industrial pipelines that

could affect the guided microwave technique, but would be impossible to investigate

in the field; features such as bends and pipe supports. The investigation of bends

and pipe supports will be discussed in Chapters 7 and 8, respectively.
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5.6 Summary

The previous chapter described the use of simulation software to obtain the optimum

design for the antennas in an array. This chapter presents experimental results

obtained from two coaxial waveguides and their optimum antenna arrays. The

experimental setup is described in detail, including the hardware used to generate

the microwave frequency signals, the splitter to obtain the necessary number of

channels, and the method of fabricating the antennas. Ventilation ducting was

used to represent an insulated pipeline, with the inner duct representative of a 6 ”

pipe. Two different sizes of outer duct were employed: the first with dimensions to

represent 3 ” of insulation, and the second to give an annular distance equivalent to

2 ” of insulation. The signals obtained from both of these waveguides demonstrated

the effectiveness of the simulated optimum antenna designs, obtaining values for the

SCNR of 40 dB and 42 dB for the 3 ” and 2 ” insulation thicknesses, respectively.

The use of an array approach for the excitation system was validated by comparing

the signal obtained from using a single antenna for excitation, to the signal obtained

using the full array. The SCNR takes a very low value of 5 dB with a single antenna,

and improves by a factor of 52 to 40 dB when the full array is used.

As the insulation material is likely to be the main source of attenuation for this

guided microwave technique, experiments were performed to measure the attenua-

tion of three of the most commonly used insulation materials: rockwool, polyurethane

foam, and glass foam. The values for the attenuation coefficients for these three in-

sulation materials were measured to be 0.2 dB m−1, 1.2 dB m−1, and 143 dB m−1,

respectively. The high attenuation of glass foam renders it impossible to inspect

with this inspection technique.

In order to validate the model laboratory experiments using ventilation ducting,

a field test was performed on a section of real industrial piping. The validation

compared the signal from a 5 m length of 6 ” diameter industrial piping insulated

with 2 ” of rockwool and clad in galvanised steel, with the signal from a 6 m length

of coaxial ventilation ducting with a = 140 mm and b = 80 mm, again insulated with
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2 ” of rockwool. The signals obtained were very similar, with values for the SCNR

of 23 dB obtained from both waveguides. There were differences in the extent of

the reduction of the velocity of propagation, but it was discovered that this was due

to the rockwool being of different densities. The similarity of the signals provided

validation for the use of the model laboratory experimental setup, and demonstrated

the robustness of the guided microwave technique to operating in the conditions that

exist on real industrial pipelines.
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Chapter 6

Sensitivity to Water

Chapter 4 described the optimisation of the design of the antenna array to achieve

pure-mode excitation of the TEM mode in large coaxial waveguides. Chapter 5 pre-

sented experimental results, which demonstrated a SCNR of 40 dB was achievable in

coaxial waveguides formed from ventilation ducting with dimensions representative

of typical pipeline specifications. This is a promising result as a high SCNR leads to

an inspection technique which is very sensitive to the presence of reflecting features

in the waveguide. The purpose of this chapter is to investigate the sensitivity of this

guided microwave technique to the presence of water, and to determine the mini-

mum cross-sectional extent of water that is detectable. Initially, this will be done

with simulations performed in Microwave Studio. Subsequently, experiments will be

performed using the model laboratory experimental setup, by gradually introducing

water into a tank positioned inside the waveguide. Finally, results will be presented

from a field test conducted on a real industrial section of pipeline, to determine if

the technique is capable of detecting sections of wet insulation when deployed in

the more variable conditions which exist in the field. The laboratory experiments

to determine the sensitivity to water were published in a paper in the Journal of

Nondestructive Evaluation [P4], and in the QNDE 2010 conference proceedings [P2].

The results of the field test investigating the sensitivity of the technique to sections

of wet insulation on a real industrial section of piping will be presented in a paper

submitted to the journal Insight [P6].
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6.1 Electromagnetic Wave Interaction

with Water

In Equation (3.1) the relative permittivity of a material is described as being complex

and frequency dependent. As previously mentioned in Section 3.1.1, the imaginary

part of the permittivity, ε′′r , controls the dissipation of energy within the material.

The absorption coefficient of liquid water as a function of frequency is shown in

Figure 6.1, in addition to the index of refraction as a function of frequency. From

this figure it can be seen that the interaction of electromagnetic waves with water

demonstrates rather complex behaviour; this is the subject of this section.

Water molecules are comprised of two hydrogen atoms and one of oxygen. These

three atoms adopt a triangular arrangement with the two hydrogen atoms located

at two of the vertices connected to the oxygen atom positioned at the third vertex.
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Figure 6.1: Reproduced from Figure 7.9 in Jackson [32, p.315]. Index of refraction (top)

and absorption coefficient (bottom) for liquid water as a function of frequency.
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This molecular arrangement leads to a partial negative charge on the oxygen side of

the molecule, with a partial positive charge at the end of the molecule with the two

hydrogen atoms. Such polar molecules are referred to as molecular dipoles. Under

the influence of an external electric field, the molecular dipoles will align with the

field. If the external electric field is oscillatory in nature then the molecular dipole

will undergo regular rotations to maintain alignment with the electric field, giving

rise to the high value of the real part of the relative permittivity of water (n = 9,

therefore, ε′r = 81) at frequencies up to 1× 1010 Hz, as can be seen in Figure 6.1. At

low frequencies, these molecular rotations occur with a speed and infrequency that

does not effect the temperature of the water. As such, the absorption coefficient

of water takes a very low value for frequencies up to 1× 108 Hz. As the frequency

increases above this point, the absorption coefficient begins to increase in value.

This is because the frequency of the oscillation of the field has reached the point

where the molecular dipoles can no longer maintain their alignment to the field

without experiencing a resistance to their motion that is analogous to viscosity in

fluids. This viscous resistance is due to attractions and interactions between the

water molecules, and also due to thermal molecular vibration [78]. This resistance

gives rise to a delay in the time taken between the field alignment switching and

the molecular dipole matching this new alignment. Debye developed a relaxation

model describing this behaviour [79], and he termed the delay in the molecular

alignment the relaxation time, τ , which takes a value of τ = 2.5× 10−11 s for liquid

water [79, p.85]. The resistance experienced by the molecules while they align with

the external field is the source of the heating, which enables microwave heating of

food (industrial and domestic microwave ovens operate at 915 MHz and 2.45 GHz,

respectively), and which also explains the positive gradient of the absorption coef-

ficient of water from 1× 108 Hz to 1× 1013 Hz. At frequencies above 1× 1010 Hz,

the relaxation of the molecular dipoles causes the index of refraction to decrease in

value, until n = 1.34 in the visible light region. From Figure 6.1, it can be seen that

there is a very distinct window in the absorption coefficient between 4× 1014 Hz and

8× 1014 Hz, corresponding to the visible light region of the electromagnetic spec-

trum. This absorption window is due to the energy level structures of the atoms
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in water [32, p.314]. As the frequency increases further still, the molecular dipoles

can no longer react sufficiently quickly to align with the oscillating field, and are

therefore unaffected by it, which explains why the absorption coefficient is low at

high frequencies and why the relative permittivity becomes equal to one.

The Debye relaxation model [79], mentioned above, reveals that the behaviour of

the permittivity of a material in the intermediate frequency range between the low

and high frequency cases can be described by the equation

ε(ω) = ε∞ +
εs − ε∞
1 + jωτ

, (6.1)

where ε∞ is the infinite frequency relative permittivity, and εs is the static relative

permittivity. This equation is used to describe the permittivity of water as a function

of frequency during numerical simulations with MWS. The index of refraction and

the relaxation time of water can be used to calculate the attenuation coefficient for

a particular frequency, using the relationship

α = −ki ≈
ω2nτ

2c0
, (6.2)

which gives α =117 dB m−1 as the one-way attenuation coefficient at the centre

frequency of 955 MHz. With such a high attenuation, the amplitude of the reflection

from the back of a water volume will be negligible compared to the amplitude of

the reflection from the front, therefore only the front reflection is considered in the

experiments and simulations performed in this work.

6.2 Simulations of Scattering from Water

Volumes

The initial approach to investigating the scattering from water volumes was to per-

form simulations of water volumes inside a large coaxial waveguide using the Mi-

crowave Studio software. A model representing a 6 ” pipe with 3 ” insulation was

created. The dimensions of the waveguide used were: length of waveguide, l = 3 m,

radius of outer conductor, a = 157.5 mm, radius of inner conductor, b = 80 mm, with
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vacuum for the annular volume of the coaxial waveguide, and the background mate-

rial (effectively defining the pipe and cladding) set to PEC. The model was created

with 8 antennas at 45◦ intervals around the circumference, which is the minimum

number of antennas required to obtain pure TEM mode excitation according to Ta-

ble 4.1. The antennas were created such that each had a radius, r = 5.57 mm, and

length s = 63.8 mm, to match the optimum design obtained in Section 4.4.2. A

100 mm length of coaxial waveguide was placed between the excitation ports of the

model and the antennas, in addition to the bends required to align the port with the

mesh as described in Section 4.4.1, in order to introduce a slight delay so as to be

able to clearly resolve the reflection from the antennas. A mesh discretisation of 10

elements per wavelength was used throughout the majority of the model; however,

a conforming mesh was used to model the field in the vicinity of the small antennas;

the total number of elements used in the model was 3.9× 106. The frequency range

for the simulation was defined to be from 0 to 1.9 GHz. The time-domain solver

Rectangular toroidal 
water volume

Coaxial waveguide

Inner conductor

Outer conductor

Figure 6.2: Diagram of the rectangular toroidal tank, positioned within the coaxial wave-

guide, which was used in simulations to assess the strength of reflection from increasing

volumes of water.
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employed to perform the simulation used a time-step of 4.8× 10−12 s. The results

from the simulation are output in the form of scattering parameters (reflection and

transmission coefficients in the frequency-domain); these are then analysed using

TDR, to obtain a signal in the time-domain. The water volume was modelled by

creating a component with material parameters set to water, described by the Debye

model, with a shape equivalent to rotating a rectangle about the waveguide axis,

forming a rectangular toroidal tank with the same cross-section as the annulus of

the waveguide. The axial extent of the torus was 50 mm (for reference the centre

wavelength in air and in water are 315 mm and 35 mm, respectively) and it was

positioned in the centre of the length of the waveguide. The height of the water

component was parameterised, so that the cross-sectional extent of water could be

varied in a parameter sweep, creating the effect of gradually filling the tank with

water. A representation of this rectangular toroidal tank, partially filled with water,

is displayed in Figure 6.2.

For each volume of water, the reflection coefficient was obtained by normalising

the amplitude of the reflection from the water volume with the reflection from the
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Figure 6.3: Simulated reflection coefficient of the TEM mode, propagating in a coaxial

waveguide with a = 157.5 mm and b = 80 mm, as a function of the cross-sectional area of

the waveguide occupied by water. The axial extent of the water volume is 50 mm.
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end of the empty waveguide. Figure 6.3 plots the reflection coefficient against the

percentage of the cross-sectional area of the waveguide occupied by the water volume.

From Figure 6.3, it can be seen that the relationship between the reflection coefficient

and the cross-sectional extent of the area of the water volume is approximately linear,

with increasing amplitudes of reflection from increasing cross-sectional areas. Also

of note, is the fact that the strength of the reflection from the water volume is high,

with a fully cross-sectional water volume producing a reflection coefficient of 78.3 %.

The theoretical value for this reflection coefficient (see Equation 1.2 and discussion

in Section 1.3) is 79.7 %, which is in excellent agreement with the value obtained

from these numerical simulations.

1 2

Vector
network
analyzer

8-way
splitter

Excitation
antenna array

Water

1469 62 1469Units: mm

Toroidal
tank

Figure 6.4: Experimental setup. The VNA generates the microwave signal, which is

split into eight channels by the splitter to feed the array. The ducting is short-circuited at

both ends. The toroidal tank is placed in the centre of the waveguide, with a hose running

through a hole in the ducting to introduce discrete volumes of water into the tank.
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6.3 Experimental Investigation of Scattering

from Water Volumes

An experiment was performed to validate these simulated results by assessing the

strength of the reflection from water within the waveguide. The experiment sought

to quantify the sensitivity of the guided microwave technique to the presence of

water, by determining the minimum cross-sectional extent of water which was de-

tectable. The experimental setup, which is shown in Figure 6.4, was largely the

same as described in Section 4.3, with the waveguide formed from ventilation duct-

ing with a = 157.5 mm and b = 80 mm and a length of 3 m. A frequency range

of 10 MHz to 1.9 GHz was used, with the optimised eight antenna array used for

excitation. Water was introduced into the waveguide via a hose running through a

hole drilled in the outer cladding. A tank was positioned within the waveguide to

contain the water. The tank was formed from flexible plastic tubing, as shown in

Figure 6.5(a), with an inner diameter of 62 mm. This tubing was bent around the

inner conductor, effectively creating a ring torus shape, as shown in Figure 6.5(b),

with an inner diameter of 168 mm, and an outer diameter of 294 mm.

Figure 6.6 shows four examples of signals obtained during this experiment. The

signals were normalised to the amplitude of the reflection from the end of the empty

waveguide. Each of the signals displays a peak at 0 m and another peak at 3 m;

these are due to the reflections from the start and end of the 3 m waveguide, re-

spectively. Figure 6.6(a) was recorded with only the empty plastic toroidal tank

inside the waveguide; a small reflection from this plastic tank can be seen at 1.5 m.

Figure 6.6(b) was recorded with only 200 ml of water inside the toroidal tank (which

is equivalent to a cross-sectional extent of 5 % of the waveguide), and the reflection

from this amount of water is clearly detectable.

The reflection coefficient from the water volume can be plotted against the cross-

sectional extent of the water within the waveguide, as shown in Figure 6.7. To

remove the effect of the plastic tank, the amplitude of the reflection from the empty

tank was subtracted from the amplitude of the reflection measured from different

125



6. Sensitivity to Water

(a) Photograph of toroidal tank

Ring torus 
water volume

Coaxial waveguide

Inner conductor

Outer conductor

(b) Diagram of toroidal tank inside the

waveguide

Figure 6.5: The toroidal tank placed in the centre of the waveguide and gradually filled

with discrete volumes of water, in order to determine the sensitivity of the technique to

the presence of water within the waveguide.

water volumes. Figure 6.7 also provides a direct comparison with simulated results

obtained from a model recreating the ring torus shape of the tank used in this ex-

periment (this is different from the rectangular torus used in Section 6.2). It can

be seen from Figure 6.7 that the simulated and experimental results exhibit very

good agreement, in the range from 0 % to 60 %. The experimental results were

only obtained for cross-sectional extents up to 60 %, as the toroidal tank did not

completely fill the cross-section of the waveguide. In order to experimentally inves-

tigate the behaviour of a 100 % cross-sectional extent water volume, an experiment

was conducted in which the coaxial waveguide was oriented vertically and placed

in a large tank. This tank was then gradually filled with water, until the reflection

from the water volume was clearly resolved from the reflection from the end of the

waveguide. The value of the reflection coefficient from a 100 % cross-sectional water

volume recorded by this experiment was 80.9 %, which is in good agreement with
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Figure 6.6: Signals measured for four water volumes: (a) 0, (b) 200, (c) 500, and (d)

1000 ml. The water volume is positioned 1.5 m from the array. The signals are normalised

to the amplitude of the reflection from the end of the empty waveguide. As the water

volume increases, so does the amplitude of the reflection from it, while the reflection from

the end of the waveguide decreases by energy conservation and attenuation.

the values obtained from simulation and from the analytical relationship in (1.2),

which were 78.3 % and 79.7 %, respectively.

6.4 Field Test Investigation of Scattering

from Wet Insulation

The laboratory experiment described in the previous section was designed to detect a

volume of water within the waveguide, rather than a section of wet insulation amidst

dry insulation, which is the case in reality. In order to investigate the sensitivity of

the technique to the discontinuity between wet and dry insulation, an experiment

was conducted during the field test, which was described in Section 5.5, involving
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Figure 6.7: Reflection coefficient as a function of cross-sectional extent of the wave-

guide occupied by water inside a ring torus tank. Experimental results are compared to

numerical simulations.

the introduction of sections of wet insulation into the waveguide formed by the

section of real pipeline. The field test pipeline section was a 6 ” pipe fitted with 2 ”

of rockwool insulation.

Over short timescales rockwool is very hydrophobic, with water simply running off

its surface. Therefore, in order to recreate the industrial conditions which exist

after prolonged periods of exposure to water (field observations have shown that

it is not unusual for the insulation cross section to be completely saturated with

water) sections of wet insulation were prepared in advance. A sample of rockwool

was obtained from the Wytch Farm facility, in order to ensure that the wet and

dry rockwool insulation types were identical. From this sample of rockwool, an

annular cross-section was cut with a length of 4 ”, and this annulus was then cut

into eight equal sections. These sections were then submerged in fresh water for 12

days, by which point they were completely saturated with water, having increased

in weight by a factor of ten. These samples were then sealed in plastic film in

order to maintain their saturation during transit. After taking readings of the
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pipeline with dry insulation, the removable cladding section, which can be seen

in Figure 5.11(a), was removed and a section of the dry insulation within was cut

out in order to accommodate the wet insulation sample. The cladding section was

then replaced and the signal recorded. This was repeated, adding each of the eight

wet insulation sections in turn, as shown in Figure 6.8, until the entire cross-section

of the waveguide was occupied by wet insulation.

The results from the field test are summarised in Figure 6.9, which shows four

examples of the signals recorded during the experiment with the wet insulation

sections. Figure 6.9(a) shows the signal from the pipeline with no wet insulation

sections, which is the same as the field test signal displayed in Figure 5.12. The peak

at 0 m is the reflection from the antennas, and the peak at 5 m is the reflection from

the end of the waveguide. Figure 6.9(b) shows the signal recorded with the first

wet insulation section placed within the pipeline. The peak at 2.7 m shows that wet

insulation occupying only 12.5 % of the cross-section of the waveguide is detectable

above the noise floor. Figures 6.9(c) and (d) show the signals for 50 % and 100 %

wet insulation and it can be seen that the amplitude of the reflection from the wet

insulation increases with cross-sectional extent. In addition, it can be seen that the

Wet
insulation

sections

Dry 
rockwool
insulation

Steel
cladding

Figure 6.8: Photograph showing three wet insulation sections placed within the wave-

guide before the removable cover is replaced.

129



6. Sensitivity to Water

0 1 2 3 4 5
0

0.1

0.2

0.3

0.4

0.5

Distance (m)

A
m

pl
itu

de
 (

A
.U

.)

0% wet insulation

(a)

0 1 2 3 4 5
0

0.1

0.2

0.3

0.4

0.5

Distance (m)

A
m

pl
itu

de
 (

A
.U

.)

12.5% wet insulation

(b)

0 1 2 3 4 5
0

0.1

0.2

0.3

0.4

0.5

Distance (m)

A
m

pl
itu

de
 (

A
.U

.)

50% wet insulation

(c)

0 1 2 3 4 5
0

0.1

0.2

0.3

0.4

0.5

Distance (m)

A
m

pl
itu

de
 (

A
.U

.)

100% wet insulation

(d)

Figure 6.9: Four examples of signals from the field tests: (a) no wet insulation; (b) one

section of wet insulation, equivalent to 12.5 % cross-sectional extent; (c) four wet insula-

tion sections, equivalent to 50 % cross-sectional extent; and (d) all eight wet insulation

sections, equivalent to 100 % of the cross-section of the waveguide annulus occupied by

wet insulation.

amplitude of the reflection from the end of the waveguide is drastically reduced; this

is due to attenuation of the microwave signal by the water within the waveguide.

The reflection coefficient of the wet insulation can be plotted as a function of the

extent of the cross-section of the pipeline that is occupied by water. This field test

data is shown in Figure 6.10 in red, from which it is apparent that the results show a

linear relationship between reflection coefficient and cross-sectional extent. A 100 %

cross-sectional extent section of wet insulation gives rise to a reflection coefficient

of 81.7 %, which is in good agreement with the value of 80.9 % measured in the

laboratory. For comparison, simulations were performed in Microwave Studio to

reflect the experiment conducted during the field test, and these are plotted on the

same figure in green. Also plotted in this figure, in blue, are results obtained from
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Figure 6.10: The reflection coefficient of the wet insulation as a function of the cross-

sectional extent of the insulation annulus that is occupied by wet insulation. Field test

data is plotted alongside results obtained from simulations and results from a previous

laboratory experiment; the three data sets are in good agreement.

the previous laboratory experiment, described in Section 6.3. It can be seen that

there is good agreement between all three sets of data.

6.5 Reflection from Diffuse Water Volumes

The simulated and experimental results presented in the thesis thus far have all

considered three-dimensional water volumes that occupy a portion of the insulation

annulus, with a sharp transition from dry insulation to wet. The properties of the

waveguide change from those of dry insulation to those of wet insulation over a

negligibly short distance. No information exists as to the morphology of regions of

wet insulation that occur in the field, however, industrial observations record that it

is not unusual to find regions of insulation that are saturated with water throughout

the cross-section of the waveguide. Other regions of the pipe will have insulation that

is completely dry, therefore, there must be a transition from 100 % dry insulation
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Figure 6.11: The reflection coefficient of the TEM mode from a transition interface

between dry and wet insulation, as a function of the length of the transition.

to 100 % wet insulation. The primary factor that will affect the detectability of a

region of wet insulation will be the length over which this transition occurs.

To investigate the effect of this morphological parameter of a water volume, we

consider an ideal axisymmetric water volume that is tapered over a characteristic

transition length such that the properties of the waveguide change linearly from

those of dry insulation to insulation that is saturated with water throughout its

cross-section [80]. The reflection coefficient from such a tapered water volume will

be a function of frequency, with higher frequencies demonstrating lower reflection

coefficients. In order to monitor the effect of the transition length, the reflection

coefficient at the centre frequency of the operating frequency range of the guided

microwave system (fm = 955 MHz) is calculated, and plotted as a function of the

length of the transition from dry insulation to wet, as shown in Figure 6.11.

The relationship between the reflection coefficient and the transition length demon-

strates that a small increase in the length over which the dry-to-wet transition occurs
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will result in a significant decrease in the reflection coefficient. This can be quanti-

fied by looking at the transition length at which the reflection coefficient decreases

to 50 % of its sharp transition value. A sharp transition between dry and wet insula-

tion produces a reflection coefficient of 80 %. A halving of this value of the reflection

coefficient to 40 % is caused by a transition length of 0.25 m. This is a result which

indicates the difficulty that may arise in using this technique to detect regions of wet

insulation in the field, as it is possible that the transition lengths could be signifi-

cantly longer than 0.25 m under industrial conditions. A long transition from dry

insulation to wet corresponds to a smooth variation in the waveguide impedance,

and thus, the guided microwaves will experience very little reflection from such a

transition.

The transition length is not the only significant parameter; the reflection coefficient

will be affected by the shape of the water volume in addition to the water concentra-

tion through the affected region of insulation. This is an area that requires further

investigation, in particular, additional work is required to understand how water

diffuses through the insulation in a real pipeline.

6.6 Summary

This section used the optimised excitation system, developed in the previous section,

to investigate the sensitivity of the guided microwave technique to the presence

of water within the waveguide. This involved understanding how electromagnetic

waves interact with water; the absorption coefficient of water is a complex function of

the frequency of the electromagnetic waves, whilst the index of refraction, and hence

permittivity, are also frequency dependent. At the frequencies of the microwave

regime that this technique is capable of operating in, the permittivity is high, which

corresponds to high contrast between wet and dry insulation.

Simulations were performed of the scattering from a water volume of increasing

height in a coaxial waveguide. These simulations revealed a linear relationship

between reflection coefficient and cross-sectional extent of the waveguide occupied
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by water. This was validated by performing an experimental investigation of the

scattering from water, which was gradually introduced into a tank within the ducting

waveguide. The simulated results were validated as the experimental results were in

good agreement with the simulated results. The sensitivity of the guided microwave

technique was found to be excellent, with a volume of water presenting only a 5 %

cross-sectional extent being readily detectable.

In order to verify that the technique would maintain its sensitivity when deployed

in a realistic inspection scenario, of detecting wet insulation amidst dry, a field test

was conducted on a section of real industrial pipeline fitted with rockwool insula-

tion. Sections of wet insulation were introduced in turn into this length of pipeline.

The technique was capable of detecting the introduction of the first section of wet

insulation, which presented a 12.5 % cross-sectional extent patch of wet insulation.

This confirmed the sensitivity of the technique during a realistic inspection scenario,

and under the variable conditions which exist in the field.

In order to address the issue of the sensitivity of the technique to diffuse water

volumes, a model was constructed of a simple, tapered, axisymmetric water volume,

and this model was used to investigate the effect on the reflection coefficient of

increasing the length of the transition from completely dry insulation to insulation

that is fully saturated with water. It was found that the length over which the

reflection coefficient drops by a factor of two is 0.25 m. This indicates the difficulties

that may arise when implementing this technique in the field if the transition lengths

between wet and dry insulation are significantly longer than this.
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Chapter 7

The Effect of Bends in Pipelines

In Chapter 4 the development of the excitation system for this guided microwave

technique was described, and in Chapter 5, it was demonstrated that a SCNR of

40 dB could be achieved with this excitation system. In Chapter 6, the sensitivity

of the guided microwaves to the presence of water within the waveguide was inves-

tigated. The results indicated excellent sensitivity, with a water volume presenting

only a 5 % cross-sectional extent being detectable with the model setup in the labo-

ratory, whilst a 12.5 % cross-sectional extent section of wet insulation was detected

in the field. Experiments conducted during the development of this technique have

been confined to straight lengths of waveguide. Bends are a common feature of pro-

cess pipework, where they are required to achieve directionality; but are also found

at expansion loops on transit pipelines, which allow the pipeline to expand and

contract with changes in temperature. As the sensitivity of the guided microwave

technique to the presence of small water volumes is intrinsically linked to the SCNR

of the inspection signal, it is of central importance to determine if the high SCNR

of 40 dB can be maintained across the types of bends which are commonly found at

industrial facilities.

Work in the early 1950s addressed the problem of bends in circular waveguides, in

the context of long-distance communications [81–86]. With reference to the diagram

in Figure 7.1(a), it was shown that when the axisymmetric TE01 mode (see [39] for
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Figure 7.1: (a) Circular waveguide with the low-loss TE01 mode in excitation into a

bend, which undergoes mode conversion such that a proportion of the energy emerges in

the TM11 mode. (b) Diagram showing how the extent of the mode conversion in a circular

waveguide oscillates sinusoidally as a function of the bend angle, with maximum mode

conversion occurring at an angle φc.

details on the convention of circular waveguide mode nomenclature), which is the

preferred mode for transmission due to its very low attenuation, is incident on a

bend, the amplitude of the transmitted TE01 mode drops and an additional non-

axisymmetric TM11 mode emerges from the bend. Jouguet [81] recognised that, for

shallow bends, complete mode conversion into the non-axisymmetric mode would

occur at a bend angle, φc, given by

φc =
πλ0

2.32a
(radians), (7.1)

where λ0 is the wavelength in vacuum, and a is the radius of the circular waveguide.

At other angles, the transmitted energy would be divided between the two modes

with the amplitude of the transmitted TE01 mode varying proportionally to the

cosine of the bend angle and that of TM11 showing a sinusoidal dependence, so that

when the amplitude of TE01 is large, that of TM11 is small; and vice versa by energy

conservation, as shown in Figure 7.1(b). It should be noted that this relationship

has no dependence on the bend radius, due to the limitation that it can only be

applied to gradual bends.

A similar trend can be expected for the transmission of TEM through a coaxial

bend, according to the diagram in Figure 7.2. In particular, it can be observed

that the TE01 mode of the circular waveguide is analogous to the TEM mode of the
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Figure 7.2: Coaxial waveguide with the TEM mode in excitation; it is expected that

there will be mode conversion with a proportion of the energy emerging in the modes of

the TEp1 mode family (TE11, TE21, etc.).

coaxial waveguide, in that both modes are axisymmetric. Similarly, the TM11 mode

of the circular waveguide is analogous to the TE11 mode of the coaxial waveguide,

in that both modes are non-axisymmetric with one cycle of variation about the

circumference of the waveguide. If coaxial bends behave in a similar manner to

circular bends, then it will be expected that both the amplitude and purity of the

TEM mode will be affected by the presence of the coaxial bend, thus compromising

the overall SCNR.

The objective of this chapter, therefore, is to study the transmission of TEM through

a coaxial bend as a function of the bend angle and bend radius to determine whether

the transmission coefficient of TEM follows the same trend observed for TE01 in the

circular waveguide, and if the SCNR past the bend will be sufficient to detect the

presence of water. Therefore, this chapter will describe a numerical model used to

simulate the scattering of the TEM mode by a bend, followed by a discussion of the

results obtained from these simulations. In addition, experimental results will be

presented, which provide validation of the simulated results. The results described

in this chapter led to a paper in the Journal of Nondestructive Evaluation [P5], and

are also covered in the QNDE 2011 conference proceedings [P3].
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7.1 Numerical Simulations of Bends

7.1.1 The Bend Model

A model was created in Microwave Studio using the same method as described

in previous sections. The coaxial waveguide consisted of three coaxial waveguide

components formed from vacuum within the PEC background material. The first

was a straight section formed from an annular cylindrical shape with dimensions

a = 157.5 mm, b = 80 mm, and a length l1 = 400 mm. The second component

was the bend; this was formed from an annular toroidal shape with the same cross-

sectional dimensions as the annular cylinder. In order to independently investigate

the effects of the bend dimensions, the bend component was parameterised with

the angular extent of the bend denoted by φ and the radius of curvature denoted

by R, as shown in Figure 7.2. The third component was a second straight section,

positioned at the distal end of the toroidal bend component, and this had a length,

l2 = 1000 mm. For excitation, a waveguide port was created at the proximal end of

the first straight, with the distal end of the second straight terminating in a short

circuit due to the PEC background material. A short circuit termination is used

rather than a waveguide port at this end due to the requirement for the ports to

be aligned with the hexahedral grid, which is not possible for the majority of bend

angles. Once again, a frequency range of 0 to 1.9 GHz was used for the simulation.

As the bend was parameterised, the total number of mesh cells in the model increased

as a function of both the bend angle and the bend radius, due to the increase in the

total volume of the model, with the minimum and maximum number of mesh cells

used being 1.2× 105 and 1.2× 107, respectively.

To determine the effect of the bend on an incident TEM wave, the electric field was

monitored just before the bend and just after the bend. This was done by placing

an array of electric field probes (a probe allows the three Cartesian components of

the electric or magnetic field at that point to be measured and output) about the

circumference of the waveguide at a point 50 mm before the start of the toroidal

bend section (probe set A in Figure 7.2), and another array of probes at a point

138



7. The Effect of Bends in Pipelines

50 mm after the end of the bend (probe set B). In both cases, the arrays consisted

of eight positions at 45◦ intervals about the circumference. The radial component

of the electric field was calculated from the Cartesian components at each of the

eight circumferential positions. The eight radial components were then used to

study the mode conversion at the bend. Due to the fact that each of the five modes

capable of propagating in the waveguide has a different circumferential periodicity in

its field distribution, Fourier analysis could be used to separate out the modes. By

taking the Fourier transform about the eight circumferential positions, the individual

modal contributions were obtained. The TE41 mode is the highest order mode that

can propagate for these coaxial waveguide dimensions; therefore, eight probes were

sufficient to map the total electric field around the circumference whilst avoiding

spatial aliasing. Higher-order modes have cutoff frequencies that are above the

frequency of operation and are, therefore, evanescent and have no effect on the

received signal. These frequency domain modal signals were transformed into the

time-domain with TDR. The amplitude of the resultant signal was monitored for

each of these modes in order to investigate the process of mode conversion as a

function of the bend angle and bend radius parameters. The waveguide port in

the simulation model was excited with a pure TEM mode. The modal separation

process performed on the electric field at probe set A revealed that all of the energy

was in the TEM mode, as expected. The amplitude of the TEM mode recorded at

A was used to normalise the amplitude of each of the modes received at probe set

B, in order to obtain the transmission coefficient for these modes through the bend.

7.1.2 Numerical Results

The radius of a pipeline bend is typically given as an integer value of the pipe

diameter. For instance, a 3D bend is a bend with a radius equal to three times the

pipe diameter. It is the inspection of industrial pipelines which is of interest to this

investigation; typical industrial pipeline bends have a bend radius of 3D or 5D. For

this part of the investigation, a bend radius of 4D is chosen as being representative

of the extent of curvature of industrial pipelines. Figure 7.3 shows the amplitude
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Figure 7.3: Mode conversion in transmission as a function of the bend angle. The

amplitudes of the transmitted TEM mode and the first three members of the TEp1 mode

family are normalized relative to the amplitude of the incident TEM mode. The radius of

the outer conductor is, a = 157.5 mm, and the radius of the inner conductor is, b = 80 mm.

The bend radius is R = 1260 mm (4D), which is representative of the curvature of bends

found industrially.

of the modes transmitted through a bend with a radius of 1260 mm (4D bend) as a

function of the bend angle. There are several modes of the bend which emerge from

the end of the bend, and these modes closely resemble the modes of the TEp1 mode

family, and hence are labelled according to this nomenclature in Figure 7.3. The

two major modal components of the transmitted signal are TEM and TE11. As the

bend angle increases from 0 to 170◦, the TEM transmission coefficient undergoes

two cycles of oscillation between 60 and 100 %, with minima occurring at 42◦ and

128◦. These are the angles of maximum mode conversion and lead to maxima in

the amplitude of the TE11 transmission coefficient by energy conservation. The

TE21 mode also gains a small proportion of the energy from the TEM mode, with a

periodicity similar to that of the TE11 mode but with much lower amplitude.

Figure 7.4 shows the transmission coefficient of the TEM mode as a function of
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Figure 7.4: Comparison of the modal amplitude of the transmitted TEM mode as a

function of bend angle for bend radii increasing from 0.5D to 10D. The extent of mode

conversion is greater for sharper bends.

bend angle, for several bend radii ranging from a 0.5D bend to a 10D bend. It can

be seen that the extent to which the transmission of TEM is affected by the bend

is a function of the bend radius, with sharper bends having a much greater effect

than shallow bends. This can be quantified by looking at the minimum transmission

coefficient for the two extreme cases: a 0.5D bend and a 10D bend; the values for

which are 26 % and 86 % respectively.

In an industrially representative bend with a 4D bend radius, as shown in Figure 7.3,

the transmission coefficient of TEM oscillates between 60 % and 100 %, whilst the

amplitude of the TE11 mode oscillates between 0 % and 50 % and TE21 varies from

0 % to 10 %, with the amplitudes of the higher order modes of the TEp1 family being

too low to be discernible. The most common bend angle found industrially is a 90◦

bend, and from Figure 7.4 it can be seen that for 3D and 5D bends the transmission

coefficients of TEM at 90◦ are 96 % and 93 % respectively. The high transmission

of TEM at representative bend radii of 3D and 5D means that the amplitude of the

signal will not deteriorate, whilst the relatively low amplitudes of the TEp1 modes,
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indicates that the coherent noise level will not increase. Together, this means that

a high SCNR can be preserved across such bends and, thus, mode conversion is not

a significant problem.

The oscillation of energy between the TEM mode and the modes of the TEp1 family

is similar to what was described in circular waveguide bends by Jouguet in [81] and

Miller in [82]. However, the scattering process is more complex for the case of a

coaxial waveguide bend than for circular waveguides. Besides the presence of mode

conversion into multiple modes, the transmission coefficients are dependent on the

bend radius, as can be seen in Figure 7.4. Note that in Jouguet’s relationship, shown

in Equation (7.1), the angle of maximum mode conversion, φc, is independent of the

radius of the bend.

The reason for the additional complexity present in the case of coaxial waveguide

bends is that, while for circular waveguides there are only two modes travelling in

the bend, in the case of a coaxial bend there are multiple modes propagating and

the characteristics of these modes vary with the bend radius. To appreciate this

complexity one needs to consider the dispersion characteristics of the guided modes

travelling in the bend. Chapter 3 described the analytical solution which exists for

plotting the dispersion curves of the modes in straight coaxial waveguides; however,

no solution exists for the modes in bent coaxial waveguides. Therefore, Microwave

Studio was used to obtain data for plotting these dispersion curves; full details of

the method used are included in Appendix B.

Figure 7.5(a) provides the dispersion curves for the modes propagating in the bend

showing the dependence between frequency and wavenumber. The corresponding

phase velocity dispersion curves are shown in red in Figure 7.5(b), with those for

a 2D bend plotted alongside in green. The dispersion curves for a straight coaxial

waveguide are also plotted, for comparison. The modes in the bend are labelled

by analogy with the nomenclature used for the straight coaxial pipe, although it is

understood that the modes are different. The colour-scale in Figure 7.5(a), illustrates

the relative amplitude of the modes that are actually excited within the bend by the

incident TEM. Therefore, from Figure 7.5(a) it is clear that there are at least four

142



7. The Effect of Bends in Pipelines

Wavenumber (m−1)

F
re

qu
en

cy
 (

G
H

z)

TEM

TE
11

TE
21

TE
31

Tracing of modal lines
 

 

0 1 2 3 4 5 6 7 8
0

0.5

1

1.5

2

2.5

A
m

pl
itu

de
 (

A
.U

.)

20

40

60

80

100

120

140

160

180

(a) Coaxial waveguide with a 1D bend radius, exciting TEM mode only

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0.5

1

1.5

2

2.5

3

3.5

4

Frequency (GHz)

N
or

m
al

is
ed

 P
ha

se
 V

el
oc

ity

TEM

TE
11

TE
21

 

 
Straight Analytical
2D Bend Simulated
1D Bend Simulated

(b) Dispersion curves for modes in coaxial waveguides with bends of 1D and 2D

Figure 7.5: (a) Frequency-wavenumber dispersion curves displaying the modal compo-

nents which propagate inside a 1D bend, despite only the TEM mode being excited. (b)

Dispersion curves for a 1D bend and a 2D bend. From comparison with the dispersion

curves for the straight waveguide, it can be seen that phase velocity of the modes is affected

by the curvature of the bend, in particular the TEM mode becomes dispersive.

143



7. The Effect of Bends in Pipelines

different modes travelling inside the bend, in contrast to the two modes considered

by Jouguet in the circular bend. Moreover, the bend alters the phase velocity of each

mode. Notably, the TEM mode becomes dispersive, as can be seen in Figure 7.5(b),

and the deviation from the straight case increases as the bend becomes sharper.

7.1.3 Effect of Pipeline Dimensions

The simulated results described above were calculated for a coaxial waveguide with

a = 157.5 mm and b = 80 mm, which is approximately equivalent to a 6 ” pipe

with 3 ” insulation; however, there are many other pipeline specifications which

could be encountered. Some typical pipeline diameters and insulation thicknesses

were used to obtain optimum antenna designs in Section 4.5; the same pipeline

specifications will be used here to investigate the effect on the TEM transmission

coefficient. Simulations were performed to obtain the TEM transmission coefficient

as a function of bend angle for bend radii of 3D and 5D, for pipeline diameters of

4, 6, 8, 12, 18, and 24 ”, and for insulation thicknesses of 1, 2, 3, and 4 ”. The data

is summarised by taking the TEM transmission coefficients at 45◦ and 90◦ bend

angles and plotting these for all pipe diameters and insulation thicknesses, as shown

in Figure 7.6.

It can be seen from Figure 7.6 that the insulation thickness does not have a significant

effect on the transmission coefficient; however, as the pipe diameter increases, the

transmission coefficient of the TEM mode through the bend decreases. For instance,

a bend with an angle of 90◦ and a 3D bend radius, the transmission in a 4 ” pipe with

4 ” insulation is 98 %, but this decreases to 68 % as the pipe diameter increases to

24 ”. This effect is more pronounced in the shallower 5D bend than for 3D bends. If

we take the example of a 90◦ bend in a 24 ” pipe with 4 ” insulation, the transmission

coefficient drops from 68 % to 37 % when the bend radius is increased from 3D to

5D. The transmission coefficient is usually lower for 45◦ bends than for 90◦ bends;

for example a 45◦ bend with a radius of 3D in a 24 ” pipe with 4 ” insulation has a

transmission coefficient of 33 % compared to the 90◦ value of 68 %. However, this is
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Figure 7.6: The TEM transmission coefficient as a function of pipe diameter and insu-

lation thickness for bend angles of 45◦ (top plots) and 90◦ (bottom plots), and for bend

radii of 3D (left-hand plots) and 5D (right-hand plots).

not always the case, as a bend with a radius of 5D in the same 24 ” pipe with 4 ”,

has a transmission coefficient of 48 % at 45◦, whilst the value is only 37 % at 90◦.

In order to understand this behaviour, Figure 7.7 plots the TEM transmission co-

efficient as a function of bend angle for 3D and 5D bend radii for pipe diameters

of 4, 8, and 24 ” (only three of the six pipe diameters are plotted for clarity) and

an insulation thickness of 2 ” (the insulation thickness does not have a significant

effect on the transmission coefficient). If we look at the second maximum in the

TEM transmission coefficient, it can be seen that the amplitude of this maximum

decreases as the pipe diameter increases, but more significantly, the position of the

maximum moves towards lower bend angles as the pipe diameter increases. This

can be quantified by looking at the case of 3D bends, the position of the second

maximum occurs at 100◦ in a 4 ” pipe, 90◦ in a 8 ” pipe, and at 80◦ in a 24 ” pipe.

Whilst this second maximum is located at an angle which is conveniently close to

the most common bend angle of 90◦ for small pipe diameters, as the periodicity
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Figure 7.7: Plots displaying the TEM transmission coefficient as a function of bend angle

for 3D and 5D bends in pipes with diameters of 4, 8, and 24 ” pipes with 2 ” of insulation.

As the pipe diameter increases, the extent of the mode conversion increases, whilst the

periodicity of the oscillation of energy between the modes becomes shorter.

decreases the position of the maximum moves further away from 90◦, which causes

the TEM transmission coefficient at 90◦ to decrease as the pipe diameter increases.

7.2 Experimental Validation

This investigation has relied on numerical simulations of the behaviour of bends,

therefore, validation was sought by performing an experiment involving a coaxial

waveguide bend. A photograph of this experimental setup is shown in Figure 7.8(a).

The setup used the same ducting as was used in previous experiments to form the

straight sections of coaxial waveguide, however, a new component was required to act

as the bend. Rigid preformed ducting bends were unsuitable due to the limited range

of angles available providing insufficient discretisation of the bend angle. Instead,

flexible ducting constructed from thin sheet aluminium (Tecflex 500 from Lindab

[72]) was used, the walls of which are manufactured with concertina pleats allowing

the duct to be easily bent to any desired angle, as shown in Figure 7.8(b). The setup
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Figure 7.8: This experimental validation uses the same equipment as in previous exper-

iments. Two straight 3 m lengths of ducting were connected by a 1 m length of flexible

metallic ducting, allowing the angle of the bend to be varied.

comprised two 3 m straight lengths of ducting, and in between these two straight

lengths, a 1 m length of flexible ducting was connected, as shown in Figure 7.9. This

arrangement allowed the second straight length to be moved in an arc, such that the

angle of the bend formed by the flexible ducting was varied. Due to the increased

degree of movement involved in this experiment, a robust method of supporting

the inner ducts concentrically within the outer ducts was employed; this involved

a set of four threaded nylon rods positioned at each of the ends of both straight

sections. Due to the slight reflectivity of the material, the rods gave rise to a small

reflection, as will be seen in the signals from this experiment. In order to be able to

monitor the transmission coefficient of the TEM mode in the experiment, a second

set of antennas, identical to the first, was installed in the second straight, 500 mm

beyond the bend. A separation of 500 mm was required due to the presence of the

coupling section connecting the bend to the straight, and the supporting nylon rods,

which require the antennas to be installed further from the bend than the 50 mm of

separation employed in the simulation model. The eight cables from the antennas in

this second array were connected to a second 8-way splitter, the single output from

which was connected to port 2 of the VNA, as shown in Figure 7.9. In this manner

the S21 scattering parameter can be measured by the VNA, and the amplitude of
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Figure 7.9: Diagram of the experimental setup used to investigate the effect of varying

bend angle on the transmission coefficient of the TEM mode.

the pitch-catch signal received at the second set of antennas can be monitored as

the angle of the flexible bend is varied.

Example signals obtained from this experiment are shown in Figure 7.10. Fig-

ure 7.10(a) is the signal from the first antenna array, received at port 1 (S11 scat-

tering parameter), for a bend angle of 0◦. At 0 m there is a large reflection, which is

due to the impedance mismatch at the antennas caused by the signal propagating

from the feeding cables into the large coaxial waveguide. The flexible bend begins

at 3 m, and ends at 4 m; there is a higher level of noise in this region, due to the two

sets of nylon rods that support the end of the first straight section and the beginning

of the second section as well as the small discontinuities caused by the connections

between the ducting sections. At 4.5 m there is a peak which corresponds to the

position of the second set of antennas. Energy incident on this set of antennas is

partially reflected, giving rise to the peak at 4.5 m, and transmitted, going on to

reflect from the end of the waveguide causing the peak at 7 m.
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Figure 7.10: Three examples of signals obtained from this experiment; bend angles of 0◦,

45◦, and 90◦ are shown. The left-hand plots display the pulse-echo signals obtained from

the S11 scattering parameter, whilst the right-hand plots display the pitch-catch signals

from the S21 scattering parameter. It can be seen that increasing the bend angle does not

cause peaks to appear in the region of the bend, which means that bends do not cause

any significant reflection.

Figure 7.10(c) shows the S11 TDR signal for a 45◦ bend angle, whilst Figure 7.10(e)

displays the same signal but for a bend angle of 90◦. It can be seen from these three

signals that the presence of a bend does not cause any significant reflection, even

when the bend angle is increased from 45 to 90◦; there are no discernible peaks at

the points at which the bend begins and ends, at 3 m and 4 m. This contributes to

the value of the technique as an inspection tool, as it means that any water that has

accumulated at the bend (and bends are a likely location for water accumulation)

will be readily detectable and not masked by a large reflection due to the bend itself.

Figures 7.10(b), (d), and (f) display the TDR signals of the S21 scattering parame-

ters, for bend angles of 0, 45 and 90◦, respectively. These pitch-catch signals pass

through the bend only once, thus enabling the transmission coefficient of the bend to

be determined. In Figure 7.10 the peak at 4.5 m is due to the excitation signal from
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the first set of antennas directly propagating along the waveguide, through the bend,

to be received by the second set of antennas and returned to port 2 of the VNA.

The peak at 9.5 m is due to a signal which was transmitted beyond the second set of

antennas to be reflected from the end of the waveguide, and received by these anten-

nas on its return. This signal therefore travels a total distance 4.5 + 2× 2.5 = 9.5 m

which is different from the true position of the second end-cap at 7 m.

The transmission coefficient of the bend is taken as the amplitude of the pitch-catch

signal for a particular bend angle, divided by the amplitude of the pitch-catch signal

with the bend in the 0◦ position, as in Figure 7.10(b). Comparing Figure 7.10(b) to

Figure 7.10(d) reveals a reduction in the amplitude of the transmitted signal at 4.5 m

to 50 % of its 0◦ value. This is due to mode conversion at the bend transferring energy

from the TEM mode into higher order modes. Despite the mode conversion at the

bend, the signal remains clearly discernible, even for this bend angle of 45◦, which

is in the range of angles at which maximum mode conversion occurs. Increasing the
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Figure 7.11: Experimentally measured transmission coefficient of the TEM mode versus

bend angle, including comparison with numerical simulations. The excellent agreement

between the datasets provides validation for the accuracy of the simulations.
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bend angle from 45◦ to 90◦, as shown in Figure 7.10(f), causes the amplitude of the

transmitted signal to increase once again, back to 75 % of its 0◦ value. It is worth

noting that the flexible bend has a fixed length of 1 m, causing the bend radius to be

inversely proportional to the bend angle as R ∝ 1/φ. Therefore, increasing the bend

angle has the effect of decreasing the bend radius, which means that the amplitude of

the transmitted signal at 90◦ is lower than it would be if it were possible to maintain

a constant bend radius throughout the experiment, with a transmission coefficient

of 74 %. The fixed length of the flexible bend restricts the outer circumference of

the bend to 1 m, causing the bend radius at 90◦ to reduce to approximately 1.5D.

From examination of Figure 7.4, it can be seen that the transmission coefficient for

a 1.5D bend radius at 90◦ would be approximately 75 %, which is in good agreement

with the experimental results.

This experimental setup was used to obtain the transmission coefficient for bend an-

gles from 0 to 90◦ in 5◦ steps. The results of this experiment are shown in Figure 7.11

as a blue line with square markers. It can be seen that the oscillatory behaviour of

the TEM mode is observed again here. This is due to the energy from the TEM

mode being converted into higher order modes, with maximum mode conversion

occurring at angles between 40◦ and 60◦. The shape of the curve exhibited by these

experimental results is slightly different to that observed in the simulations of Sec-

tion 7.1.2, due to the bend radius decreasing as the bend angle increases. However,

if simulations are performed in which the bend radius and angle are varied to match

those of the experimental setup for each bend angle, then these simulations (shown

as a green line and circular markers in Figure 7.11) display excellent agreement with

the experimental results. This agreement between the datasets provides validation

for the results obtained in Section 7.1, and also a potential correction method for

practical inspection.
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7.3 Summary

Having determined that this guided microwave technique is very sensitive to the

presence of water in the previous chapter, subsequent development of the technique

is focussed on issues regarding implementation of the method on realistic pipelines.

Bends are a common feature in industrial insulated pipelines, therefore the practical

feasibility of using guided microwaves for pipeline inspection is dependent on the

ability of the TEM mode to transmit through bends whilst retaining a sufficiently

high SCNR to detect water features. Therefore this chapter has investigated the

effect of bends on the transmitted microwave signal.

It was found that the transmission coefficient of the TEM mode through a bend

in a coaxial waveguide exhibits an oscillatory behavior as the bend angle increases

from 0 to 180◦. The oscillations cause transmission minima and maxima, which are

due to mode conversion of the incident TEM mode into non-axisymmetric modes

of the TEp1 mode family. TEM transmission minima correspond to maxima in the

amplitude of the TEp1 modes emerging from the bend, with the extent of the mode

conversion decreasing as the bend becomes shallower (as the bend radius increases).

These results are consistent with the scattering theory developed for shallow bends

in circular waveguides. However, the coaxial waveguide case shows a higher degree

of complexity due to the presence of a larger number of propagating modes that

contribute to the mode conversion. By plotting the dispersion curves for modes

propagating within bent coaxial waveguides, it is shown that the dispersion charac-

teristics of the modes are affected by the curvature of the waveguide, with sharper

bends having a greater effect. In particular, the TEM mode becomes dispersive,

with a phase velocity that decreases with increasing frequency, and a group velocity

that experiences an even greater decrease as a function of frequency.

It is worth bearing in mind that energy propagating through a bend will spend

some of its time in non-axisymmetric modes, such as the TE11 mode. The energy of

these modes is less evenly distributed than for the TEM mode, resulting in regions

of the modal field distribution in which there is very little energy, as can be seen
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in Figure 3.4(b). If there is a water volume located in a bend, it is possible that

the water could be located in such a minimum of the field distribution, resulting

in very low detectability of water volumes at such locations. Conversely, the water

volume could be located at a maximum in the field distribution resulting in very

high detectability. Further work would be required in order to understand the extent

of this effect.

Industrial insulated pipelines have bends with radii that are typically either 3D

or 5D; the pipeline itself can have a wide variety of pipe diameters and insulation

thicknesses. For a 3D bend, the transmission coefficient of the TEM mode for bend

angles of 90◦ decreases with pipe diameter, but remains above 60 %, whilst for the 5D

bend, the transmission coefficient shows a wider range of variation, decreasing from

99 % to 34 % as the pipe diameter increases from 4 ” to 24 ”, respectively. For small

pipe diameters, those that are 8 ” or less, and for 90◦ bends (the most commonly

encountered bend angle) the transmission coefficient is typically between 99 % and

90 %, indicating that the guided microwave technique will be almost unaffected by

the presence of typical industrial bends in pipelines of these dimensions. Larger

pipeline sizes, in the range 12 ” to 24 ”, demonstrate transmission coefficients that

are between 90 % and 34 %, the latter of which would cause an attenuation of the

microwave signal which would render inspecting beyond such bends impractical.

The simulated results were validated by performing a set of laboratory experiments;

excellent agreement was observed. Experimental results indicated that there is very

little reflection from the interface between a straight section of waveguide and a

bend, which is ideal for the detection of water volumes within a bend itself.
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Chapter 8

The Effect of Pipe Supports

Whilst the previous chapter described the effect of bends in the pipeline, this chap-

ter continues the investigation into the effect of common pipeline features that could

affect the guided microwave signal, by studying the case of a typical pipe support.

The type of support employed on a pipeline depends on the type of insulation that

is used. In Section 5.4, some common types of insulation were described. In Alaska,

the pipelines are typically insulated with polyurethane foam insulation. This insu-

lation is applied to the pipe during production, with a length of the pipe at each end

deliberately left un-insulated. The complete clad and insulated unit is then trans-

ported to its service location, where the pipeline sections are girth-welded together

(hence the need for exposed pipe ends). After welding, the insulation and cladding

system is completed by installing a field-joint at the weld locations, which com-

prises a cladding jacket wrapped around the exposed section, which is then filled-in

with foam insulation. The polyurethane foam insulation has a compressive strength

which is high enough to support the weight of the inner pipe by itself. Therefore, the

clad and insulated pipeline is supported on saddle-supports, or similar, without any

intrusion of the external support into the insulation material. From the perspective

of using the guided microwave technique, this form of pipeline design is beneficial,

as it means that there are no intrusions into the annular space where the microwaves

are propagating, therefore pipe supports will not cause any reflection or attenuation.
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For pipelines where rockwool is used for insulation, the system is entirely different.

The pipe is installed in position with supports, in the form of steel plate welded

to the 6 o’clock position, longitudinally along its length, fitted where the loading

on the pipe requires them. The rockwool insulation is fitted subsequently, usually

by a different contractor, followed by the cladding. This means that the insulation

and cladding are required to be fitted around the pipe supports welded to the 6

o’clock position of the pipe. This form of pipe support creates a metallic reflector

within the annular space of the waveguide, which makes electrical contact between

the inner and outer conductors of the waveguide. It could be expected that such a

feature would cause significant reflection and attenuation of the microwave signal.

This chapter will investigate the extent of the reflection from, and transmission

beyond, pipe supports of this type. The results of this study of pipe supports will

be presented in a paper submitted to the journal Insight [P6].

8.1 Experimental Setup

The form of pipe support which is found on pipelines with rockwool insulation

typically has a thickness of approximately 10 mm, and a length, in the axis of the

pipeline, of approximately 500 mm. The same basic experimental setup was used

as described for previous experiments. The coaxial waveguide had dimensions of

a = 140 mm and b = 80 mm, formed from ventilation ducting approximating a

6 ” pipe with 2 ” insulation. A 6 m length of ducting was used, formed from two

3 m lengths coupled together. A schematic diagram of the experimental setup is

shown in Figure 8.1. The excitation antenna array was positioned at one end of

the ducting, with a second array of antennas, for reception, positioned 500 mm

beyond the joint between the two ducting sections. The metallic component used

to represent the support had cross-sectional dimensions of 50× 10 mm and a length

of 600 mm initially, although the length was reduced in 50 mm steps during the

course of the experiment in order to observe the effect of changing the length of

the support. The support was introduced into the waveguide by separating the two

ducting sections and positioning the support within the first length of ducting, with
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Figure 8.1: Schematic diagram of the experimental setup used to investigate the effect

of pipe supports in the waveguide.

a 100 mm gap between the end of the support and the end of the first length of

ducting. As the position of the end of the support was fixed, and the length of

the support decreased throughout the experiment, the position of the start of the

support varied accordingly. Electrical contact of the metallic support with both the

inner and the outer ducting was confirmed. Figure 8.2 shows the experiment set up

in the laboratory. Using two arrays of antennas enables the measurement of both the

S11 (pulse-echo) and the S21 (pitch-catch) scattering parameters, which allows us to

characterise the transmissive properties of the support, in addition to its reflective

properties.

8.2 Experimental Results

Three example signals from this experiment are shown in Figure 8.3. The left-hand

column of plots displays the pulse-echo signals, whilst the right-hand column of plots

displays the pitch-catch signals. Three support lengths are shown in Figure 8.3, with
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Figure 8.2: Photo of experimental setup used to investigate the effect of pipe supports

in the waveguide.

the topmost plots displaying the signal obtained with no support in the waveguide,

followed by a support with a length of 300 mm, and finally a length of 500 mm.

Consider Figure 8.3(a): the peak at 0 m corresponds to the reflection from the

antennas; the peak at 3.5 m is due to the array of reception antennas which is located

at this position; and finally the peak at 6 m is due to the signal reflecting from

the short-circuiting metal end-cap terminating the waveguide. The low-amplitude

reflection at 3.0 m is due to a component constructed from cardboard, which can

be seen in Figure 8.2, which is positioned within the waveguide at this position to

maintain the concentricity of the inner duct within the outer, whilst still allowing

the metallic support to be introduced into the waveguide. From Figure 8.3(c), it

can be seen that there are two small peaks at 2.7 and 3 m which correspond to the

reflections from the start and end of the support. Looking now at Figure 8.3(b), the

reflection at 3.5 m is due to the signal which propagates directly from the excitation

antennas, along the waveguide, to be received at the reception antennas. The second

peak at 8.5 m is due to a portion of the signal which propagated beyond the reception
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Figure 8.3: Three examples of signals from the experiment in which the length of the

pipe support was varied. These signals are for support lengths of 0 mm (empty waveguide),

300 mm, and 500 mm. The left-hand plots display the pulse-echo signals, whilst the right-

hand plots display the pitch-catch signals. In the pitch-catch signals, the peak at 3.5 m is

used to determine the amplitude of the signal transmitted beyond the support.

antennas, to be reflected from the end of the waveguide and subsequently received

at the reception antennas.

The reflection coefficient can be calculated from the amplitude of the reflection

from the start of the support (the peak highlighted with a red square in Figures

8.3(a),(c), and (e)) relative to the amplitude of the reflection from the end of an

empty 3 m waveguide. Similarly, the transmission coefficient can be obtained from

the amplitude of the transmitted TEM signal in Figures 8.3(d) and (f) relative to

the amplitude of the same peak in Figure 8.3(b) with no support in the waveguide.

These coefficients are plotted in Figure 8.4, alongside data obtained from simulations

performed in Microwave Studio.

From Figure 8.4 it can be seen that both the transmission and reflection coefficient
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Figure 8.4: The transmission and reflection coefficients of the TEM mode as a function

of the length of a pipe support with a thickness of 10 mm and a height equivalent to the

annular spacing. Experimental data is compared to results obtained from simulations, and

shown to be in good agreement.

data obtained experimentally agree very well with the simulated data, providing val-

idation for the accuracy of the software in simulating this type of waveguide problem.

The transmission coefficient decreases as the pipe support increases in length, with

the value for a support with a typical length of 500 mm being 77 % measured exper-

imentally, and 78 % according to simulations. The reflection coefficient is primarily

determined by the cross-sectional area of the support and is therefore independent

of the length of the support. For a support with a length of 500 mm, a value for

the reflection coefficient of less than 10 % was calculated for both experimental and

simulated results. At the point at which the microwave signal is incident on the non-

axisymmetric reflector of the support, partial mode conversion occurs. This causes

some of the energy from the TEM mode to be lost to other higher-order modes.

This leads to the transmission coefficient being lower than would be expected given

the value of the reflection coefficient. From an inspection point of view, a transmis-

sion coefficient of just less than 80 % for a pipe support indicates that inspecting
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beyond such a feature in the waveguide is feasible. The low value for the reflection

coefficient of approximately 10 % for the start of a pipe support indicates that large

cross-sectional extents of wet insulation would not be masked by the reflection from

the support. In addition, the low reflection coefficient indicates that reverberations

between supports should not be significant.

8.3 Summary

This chapter focusses on an investigation into the effect of pipe supports on the

guided microwave technique. Some insulation types have sufficient compressive

strength that pipe supports are not required, however, for those pipes which do have

pipe supports, these are typically in the form of a narrow metallic bridge across the

annular space, creating a short circuit between the inner and outer conductors of

the coaxial waveguide. The investigation determined the reflective and transmissive

properties of this type of support, as a function of its length. It was found that for a

typical support length of 500 mm, the reflection coefficient was approximately 10 %,

and the transmission coefficient was just under 80 %. Both of these figures indicate

the feasibility of inspecting beyond a typical pipe support.
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Chapter 9

Conclusions

This thesis has taken the idea of inspecting insulated pipelines with guided mi-

crowaves from an initial concept, through to a technique which has demonstrated

the feasibility of detecting discontinuities between wet and dry insulation in the

conditions which exist on real industrial pipes. The steps that were taken during

this development are reviewed in Section 9.1, whilst a summary of the main findings

is given in Section 9.2. Finally, a discussion of potential future work to continue the

development of this technique is included in Section 9.3.

9.1 Review of Thesis

This thesis has investigated the potential of a guided microwave inspection technique

for screening the insulation layer along the length of a pipe to detect the presence

of water in the insulation. The value of such an inspection tool lies in the early

warning that it would provide of the likely occurrence of corrosion under insulation

in the vicinity of the wet insulation, as water is a necessary precursor to corrosion. As

discussed in Chapter 1, this form of corrosion is a major cause of pipeline failure, and

is very difficult to detect, as the condition of the pipe is obscured by the insulation

system. The premise for this guided microwave technique is the use of the structure
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of a clad and insulated pipeline as a coaxial waveguide to support the propagation

of guided electromagnetic waves.

The theoretical background for the technique is presented in Chapter 2, including

an examination of the relatively simple case of electromagnetic waves propagating

in a rectangular waveguide in order to introduce some of the concepts of waveguide

theory, such as dispersive propagation, and modes of propagation. This chapter also

discusses the necessity for numerical simulation software to study complex problems,

with an introduction of the Finite Integration Technique. The chapter also provides

some background to the Synthetic Time-Domain Reflectometry method, which is

used throughout the thesis to transform frequency-domain measurements into the

time-domain.

Chapter 3 describes the development of an analytical model to study the propagation

of electromagnetic waves within the large coaxial waveguides formed by insulated

pipelines. The objective of this model was to obtain sufficient information about the

behaviour of microwave propagation in these waveguides to determine the feasibility

of inspecting the insulation layer of pipelines with guided microwaves. In determin-

ing the feasibility, there are three main requirements of the guided microwave inspec-

tion system, which are explained in this chapter: non-dispersive propagation, mode

purity, and a broad frequency bandwidth. The latter two of these requirements are

conflicting, however, the chapter proposes a technical solution to the problem based

on an array of antennas, so that all three of these requirements can be achieved.

The development of the design of the antenna array for the excitation of large coaxial

waveguides is covered in Chapter 4. A preliminary experiment was conducted to

assess the practical feasibility of the technique. Whilst the results experimentally

confirmed that the technique would work, it also revealed that there was a significant

impedance mismatch between the coaxial feeding cables and the antenna array.

Various methods of impedance matching were investigated, but the most effective

technique was found to be the design of the antenna itself. This chapter describes

the optimisation of the antenna design with numerical simulations.
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Chapter 5 focusses on experimentally validating different aspects of the guided mi-

crowave technique. This validation is sought using a model experimental setup that

is representative of the coaxial waveguides formed by typical insulated pipelines.

Experiments are performed to validate the method of optimising the antenna design

using numerical simulations. The model experiment is also used to measure the

attenuation coefficients of three types of insulation which are commonly used indus-

trially: rockwool, polyurethane foam, and glass foam. This chapter also describes a

field test, which was conducted to validate the accuracy of the model experiments

in representing real pipeline conditions.

Determining the sensitivity of the guided microwave technique to the presence of wa-

ter is crucial in evaluating its effectiveness as an inspection tool, therefore, Chapter

6 presents results from simulations and experiments in which water was gradually

introduced into the waveguide. The aim of the experiment is to determine the re-

lationship between the reflection coefficient and the cross-sectional extent occupied

by water, and also to determine the minimum amount of water that the technique

can detect. This chapter also discusses a field test, in which the technique is used

to detect sections of wet insulation on a length of real industrial insulated pipeline.

The value of a long-range, screening inspection tool, such as this guided microwave

technique, is linked to the extent to which it is capable of tolerating features in

pipelines; features such as bends. Chapter 7 investigates the effect of bends on the

microwave signal, by performing simulations of curved coaxial waveguides. Energy

that is incident into the bend in the TEM mode undergoes mode conversion to

emerge in a combination of higher order modes. This process was characterised for

typical industrial pipeline specifications, in order to determine whether the guided

microwave technique can be used to inspect beyond bends in such pipelines. Exper-

iments are performed to validate the simulated results.

Pipe supports are another common feature in pipelines fitted with rockwool insula-

tion; pipes insulated with polyurethane foam have supports which exist externally

to the cladding. In the case of rockwool insulation, the pipe supports take the form
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of a steel plate welded to the bottom of the pipe, which creates a short-circuit be-

tween the inner and outer conductors at the 6 o’clock position of the pipe. Chapter

8 describes the measurement of the reflection and transmission coefficients of this

type of support as a function of the support length, by performing simulations and

experiments.

9.2 Summary of Findings

9.2.1 Achieving a High Signal-to-Noise Ratio

The sensitivity of an inspection technique is dependent on the signal-to-noise ratio.

With this guided microwave technique, it is coherent noise which is the limiting

factor, so the term signal-to-coherent-noise ratio (SCNR) is used. Whilst a low

SCNR results in signals from waveguide features being obscured by the coherent

noise, a high SCNR enables low amplitude reflections to be discerned in the signal.

This translates into the detection of weakly reflecting features in the waveguide,

such as small volumes of water. In order for this guided microwave technique to

demonstrate high sensitivity to water volumes in the waveguide, a high SCNR is

required. A significant finding of this thesis is that a high SCNR can be achieved in

the large coaxial waveguides formed by pipelines.

The first stage of the project was to develop an analytical model describing elec-

tromagnetic wave propagation in coaxial waveguides. From this model, it was dis-

covered that there is a mode which propagates non-dispersively: the TEM mode.

This mode is the ideal mode to perform an inspection, as the signal will not suffer

from temporal spreading due to dispersion. The TEM mode is, therefore, the mode

which will allow the SCNR of the technique to be maximised. However, the SCNR

will suffer drastically if multiple modes are propagating in the waveguide alongside

the TEM mode. From the model, it was found that, for the large coaxial waveguides

formed by pipelines, the cutoff frequencies of the lowest modes occur at low frequen-

cies in the range between 60 MHz and 400 MHz. The traditional manner in which
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coaxial waveguides are operated, at frequencies below the cutoff of the lowest mode

in order to ensure mode purity, would not provide a sufficiently broad bandwidth to

obtain good spatial resolution of waveguide features. However, the analytical model

also revealed that the modes of the lowest mode family have field distributions which

are non-axisymmetric, in contrast to the axisymmetric field distribution of the TEM

mode. It was proposed to take advantage of this difference in symmetry to achieve

pure-mode excitation of the TEM mode, by using an array of antennas distributed

circumferentially about the waveguide to suppress the excitation of higher order

modes. In this manner, the SCNR of the guided microwave signal is optimised.

Having devised this approach for the excitation of large coaxial waveguides, an

early experiment with a preliminary antenna array design revealed a significant

impedance mismatch at the antennas. Through the subsequent investigation of

possible means of improving this impedance match, it was discovered that the most

effective technique was to vary the length and diameter of the antenna. Numerical

simulations of the required number of antennas for exciting a large coaxial waveguide

enabled the optimisation of the antenna design for that particular waveguide size.

Two laboratory experiments were performed with coaxial waveguides of different

annular thicknesses. These had dimensions representative of a 6 ” pipe with 3 ”

insulation, and a 6 ” pipe with 2 ” insulation. The optimised antenna arrays in

these two waveguides demonstrated SCNR values of 40 dB and 42 dB, respectively.

That high SCNR values, such as these, can be obtained in large coaxial waveguides

operating in a frequency range at which multiple modes are capable of propagating,

is a significant result for this guided microwave technique, which is due to thorough

design of all aspects of the excitation system, and a comprehensive understanding

of the modes of propagation in such waveguides.

9.2.2 High Sensitivity to Water

A further finding of significance described in this thesis is that the guided microwave

technique is highly sensitive to the presence of a sharp interface between dry and
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wet sections of waveguide. An experiment was conducted in which water was grad-

ually introduced into a plastic tank inside the waveguide. This allowed the smallest

detectable volume of water to be determined. The reflection from a 200 ml water

volume, equivalent to a 5 % cross-sectional extent of the waveguide, was clearly de-

tectable. The reflection coefficient from a 100 % cross-sectional water volume, was

experimentally measured to be 81 %, indicating that a fully saturated section of

insulation would give rise to a very strong reflection. Both of these figures indicate

that the technique is very sensitive to the presence of water.

A further study of the sensitivity of the technique was conducted during a field test

on a section of real industrial insulated pipe. This experiment provided conditions

which were more representative of a real inspection, not only because the waveguide

was formed from a real pipeline including insulation, but because the water feature

being detected was in the form of a section of wet insulation amidst dry insulation,

rather than a discrete volume of water in an empty waveguide. The results from this

field test experiment revealed that a 100 % cross-sectional section of wet insulation

gave rise to a reflection coefficient of 82 %, which is in good agreement with the

value measured in the laboratory. The guided microwave technique was capable of

detecting the first section of wet insulation which was introduced into the waveguide,

which presented a 12.5 % cross-sectional extent of wet insulation, a result which

confirms the sensitivity of the technique in the variable conditions which exist in

the field.

9.2.3 Robustness to Pipeline Conditions

Having determined the sensitivity of the guided microwave technique to water, the

other significant findings described in this thesis focus on investigating aspects of

implementation of the technique on real industrial pipelines, such as the effect of

common pipeline features. These findings include such issues as: the attenuation of

different insulation materials; the effect of bends on the microwave signal; and the

reflection and transmission coefficients of typical pipe supports.
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By introducing a length of an insulation material into the coaxial waveguide and

comparing the amplitude of the reflection from the end of the waveguide relative to

the empty waveguide signal, the attenuation coefficient for the insulation material

can be determined. This was done for rockwool, polyurethane foam, and glass foam

insulations, for which the attenuation coefficients were measured to be 0.2 dB m−1,

1.2 dB m−1, and 143 dB m−1, respectively.

It is worth noting that such attenuation coefficients tend to be strongly frequency-

dependent, with higher frequencies experiencing greater attenuation, leading to a

reduction in the centre frequency during propagation. The lowering of the centre

frequency will consequently alter the overall attenuation experienced by the signal.

Due to this complexity, the attenuation of the signal is hard to interpret. The

empirical approach adopted here, which was to measure the overall attenuation

experienced within the operating frequency range, provides only the attenuation

coefficient for that specific frequency range and length of sample. This should be

taken into account when using these values to estimate propagation range.

The attenuation experienced in glass foam insulation prohibits the use of this tech-

nique on pipes fitted with such insulation; glass foam does not retain water, so this

is not a major disadvantage. The attenuation coefficient values for rockwool and

polyurethane foam are sufficiently low for the guided microwave technique to be

successfully employed on pipes fitted with these types of insulation.

An investigation into the effect of bends on the microwave signal revealed that mode

conversion causes energy to be transferred from the incident TEM mode into other

higher-order modes. The distribution of energy oscillates from the TEM mode to

the higher-order modes, and back again, as a function of bend angle. The most

common bend angle is a 90◦ bend, and the most common bend radii are three and

five times the pipe diameter. These common bends were studied for a range of pipe

diameters from 4 ” to 24 ”, and a range of insulation thicknesses. It was found that

for small pipe diameters, those that are 8 ” or less, the transmission coefficient is

typically between 99 % and 90 %, which means that the guided microwave technique

would be able to inspect beyond such bends without adverse affects to the signal.
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However, larger pipeline sizes, in the range between 12 ” and 24 ”, demonstrate

transmission coefficients that are between 90 % and 34 %, the latter of which would

cause an attenuation of the microwave signal which would render inspecting beyond

such bends impractical. Significantly, it was found that the interface between a

straight section and a bend does not give rise to a reflection, which means that any

water that has accumulated at a bend will be readily detectable and not masked by

a reflection from the bend.

By performing experiments and simulations, the effect of a typical pipe support

on a rockwool-insulated pipeline was characterised as a function of length. It was

found that for supports with a typical length of 500 mm, the reflection coefficient

was approximately 10 %, and the transmission coefficient was approximately 80 %,

with part of the energy of the incident TEM mode being converted into higher-order

modes. The low value for the reflection coefficient means that the presence of a large

accumulation of water will not be masked by the reflection from the support.

Pipeline conditions in the field will rarely be the ideal conditions found in the labo-

ratory. For example, the cladding may tend towards ovality rather than maintaining

a circular cross-section, particularly if the insulation becomes wet, as the additional

weight of the water will cause the insulation and cladding to sag underneath the

pipeline. It is not expected that this would be a major problem for the technique,

as the ducting used in the laboratory also experienced this problem of ovality to

some extent, without adversely affecting the performance of the technique. Another

deviation from the ideal scenario that is found in the field is that the outer cladding

is found to be non-concentric with the inner pipe. Again, this was experienced in the

laboratory when using cardboard supports to maintain concentricity; on occasion

the cardboard would crumple leading to a lowering of the inner conductor. The

SCNR would decrease slightly when this happened, but otherwise the technique

maintained its performance and continued to produce meaningful results. Dents are

another common feature on cladding in the field, due to the actions of personnel on

site. This was not experienced in the laboratory, but it is well documented in the

microwave engineering literature that denting a waveguide will affect its impedance
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at that point, a fact which was often exploited in order to fine tune an impedance

match. Under field conditions it is possible for there to be breaks in the cladding,

which would result in electrical discontinuity in the waveguide walls. This would

cause a significant reflection of the microwave signal, rendering it impossible to in-

spect beyond such a feature. This would be beneficial to the technique as such a

break in the cladding will invariably lead to water ingress and should be addressed

as a matter of urgency; the microwave technique would highlight such areas in need

of attention. In order to describe the limitations of the technique in relation to these

different operating conditions, further work would be required. Convincing evidence

would be obtained if the operation of the technique could be demonstrated in field

conditions subject to deviations such as dents, ovality, and non-concentricity.

9.2.4 Implementation of the Guided Microwave Technique

It is envisaged that for the field deployment of this technique the antennas would

be fitted to a pipe in the first instance and subsequently left permanently installed

for future inspections, an approach facilitated by the fact that the antennas are

very simple and inexpensive, and do not make contact with the inner pipe. Perma-

nently installed antennas would have the combined benefits of enabling the intrusions

through the cladding to be thoroughly sealed against water ingress to ensure the

antenna array position does not become a site of CUI, and would also enable regular

monitoring of the pipe, which would allow the use of baseline comparison methods

leading to greater sensitivity to the first ingress of water. It is worth noting that

this technique provides real-time monitoring of the condition of a pipeline; with no

time-consuming signal analysis, data can be collected as often as required.

The laboratory setup employs a quarter-wavelength separation (λm/4 = 78 mm)

between the antenna array and the metallic ducting end-cap, to create constructive

interference in the desired direction of propagation. Whilst in some circumstances

the configuration of the cladding in the field includes a suitable end-cap, typically,

no such convenient termination would exist. However, directional discrimination

could be achieved through one of two methods: installing a reflective feature in
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the pipeline alongside the antenna array; or exciting a second array of antennas

positioned proximally to the first with a suitably phased input signal to achieve

directionality, as is routinely done with guided ultrasonic testing [12]. In either

case, the technique would be capable of inspecting in either direction from the site

at which the array is installed, providing significantly increased inspection range.

In order to gauge the range of the guided microwave signals, it is possible to estimate

the total attenuation that would be experienced over a certain distance. In Section

5.4, the pulse-echo attenuation coefficients of rockwool and polyurethane foam in-

sulation were determined to be 0.2 dB m−1 and 1.2 dB m−1, respectively. In Section

8.2 the transmission coefficient of a typical support was found to be approximately

80 %, which equates to an attenuation of 2 dB. With these values it is possible to

estimate the attenuation experienced over certain distances, for pipelines with each

type of insulation.

For a pipeline with polyurethane foam insulation, there are no pipe supports within

the waveguide, therefore the only attenuation is due to the insulation material.

Pulse-echo propagation to a distance of 25 m from the inspection location would

lead to 30 dB of attenuation due to the insulation material. However, from this

inspection location, an additional 25 m can be interrogated by inspecting in the

opposite direction, giving an inspection range of 50 m for a total attenuation of

30 dB. To reach a distance of 50 m from the inspection location (equivalent to a

total inspection range of 100 m) a total attenuation of 60 dB would be experienced.

For a pipeline with rockwool insulation, it is more difficult to quantify the attenua-

tion because the main contribution to the attenuation is from the pipe supports. The

distance between supports is not standardised, but is determined on a case-by-case

basis during the design of the plant. However, if we take an example of a support

every 10 m, and look at the case of propagating a signal to a distance of 25 m, then

there would be two supports in this length, giving rise to 4 dB of attenuation on the

outward journey and 4 dB on the return journey. When this is combined with the

pulse-echo attenuation coefficient of 0.2 dB m−1 for rockwool, then the total attenu-

ation to reach a distance of 25 m (or 50 m of inspection range if both directions are
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interrogated) is 13 dB. To inspect a distance 50 m away from the array location, the

signal would encounter up to five supports resulting in 20 dB of pulse-echo attenua-

tion due to the supports, and 10 dB due to the rockwool insulation. Therefore, the

total attenuation to reach a distance of 50 m, which is equivalent to an inspection

range in both directions of 100 m, is 30 dB.

9.3 Future Work

During the course of the development described in this thesis, the operational pa-

rameters of this guided microwave technique have been defined. The experimental

setup employed for these initial stages of development included a Vector Network

Analyser (VNA) to generate the microwave frequency signals and perform the sig-

nal analysis. Whilst this hardware is extremely capable, with a very wide frequency

range of 10 MHz to 67 GHz, now that the operational parameters of the technique

have been defined, alternative hardware could be designed or procured (simplified de-

signs for VNAs have emerged recently [87,88]), which incorporates only the features

and the frequency range that the technique requires to operate, thereby increasing

portability and decreasing cost.

Currently, the technique employs a splitter component to obtain the required num-

ber of channels to feed the array. Whilst this achieves the objective of pure-mode

excitation, it also discards potential information about non-axisymmetric defects in

the waveguide. If a multiplexer were used instead of the splitter, then the antennas

could be excited sequentially in order to capture this non-axisymmetric information.

The effect of simultaneous excitation of all antennas in the array can be recreated by

summing the individually excited channels. The additional information from each

antenna would allow water volumes to be imaged using synthetic focussing [89].

In the initial stages of the development of this technique a procedure was imple-

mented to perform a calibration procedure at the ends of the cables where they

are connected to the antennas, in order to reduce the coherent noise in the signal.

This mathematically eliminates reverberations within the feeding cable system and
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was a good solution to the problem within the scope of work of this project; how-

ever, a more robust and effective technique for future implementation would be to

eliminate the physical source of the reverberations within the feeding cable system.

The antennas act as a strong reflector at the end of the feeding cables, despite the

optimisation of the antenna design to match the impedance of the feeding cables

to the waveguide. In order for the microwave energy to reverberate in the feeding

cable system, there has to be an additional reflector, and in this case the splitter

is the second reflector. The microwave energy reverberates between the antennas

and the splitter, contributing to the coherent noise in the signal; referring to Figure

4.5, the four peaks between 0.5 m and 1.5 m are due to the splitter, whilst the noise

between 4.5 m and 5.5 m is due to a reverberation from the splitter. By performing

some future work into the design of the splitter with the objective of minimising the

amount of reflection obtained from this component, the primary physical source of

the feeding cable reverberations would be eliminated, leading to an improvement in

the signal-to-coherent-noise ratio.

Rather than aiming to inspect exclusively with the TEM mode, there could be value

in exciting with other modes, in particular those of the TEp1 mode family. In this

manner, energy could be focussed to regions of particular concern, such as the 6

o’clock position of the pipe. Although these modes propagate dispersively, there are

algorithms that can be implemented to account for and reverse the effects of such

dispersion [90]. Future work would be concerned with determining the potential

value in exciting alternative modes, and the extent of any enhanced detectability,

together with implementing a system to selectively excite modes other than the

TEM mode.

Further work needs to be conducted on the design of the antennas. From a practical

implementation point of view, the antennas should be able to be installed from

the outside of the pipe, rather than requiring access to the insulation layer, as is

currently the case. The antenna design is also required to achieve a water-tight seal

with the cladding, so that the site of the antenna array does not become a location

for water ingress.
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One aspect of the technique that is relevant to its future application, but was not

possible to investigate on the limited waveguide lengths available in the laboratory,

is the inspection length which can be achieved by guided microwaves. Although

values for the total attenuation experienced have been estimated, the only practical

and accurate method of determining the inspection length would be to install an

excitation antenna array on a long length of pipeline in the field, with a second

antenna array for reception. By moving the reception array further from the exci-

tation array, the transmission coefficient as a function of pipeline length could be

obtained. From this information, the inspection length from a single position could

be determined, which would inform the decision as to the recommended intervals

between antenna arrays on a pipeline.

As mentioned in Section 6.5, further work is needed to understand the behaviour

of water in a real insulated pipeline; in particular, how water diffuses through the

insulation to reach the inner pipe, which it must if corrosion is to occur. It is thought

that capillary action due to the interface between the cladding and the insulation

is responsible for water travelling along the length of the pipeline and occasionally

causing corrosion some distance away from the site of water ingress. If this is the

case, then it could be expected that water will puddle at some low-point along the

pipeline, leading to a localised saturation of the insulation at this point, resulting

in a detectable water volume. As these insulations are quite hydrophobic in the

short-term it is thought that an additional route through which the water reaches

the inner pipe are the joints in between insulation sections. If water exists at the

bottom of these joints, then the close proximity of these two surfaces may result in

water moving upwards under capillary action to reach the inner pipe; again, this

would result in a detectable water volume.

If it is found that wet sections of insulation are very diffuse with long transition

regions between wet and dry, then the premise for detecting water by receiving

reflections from water volumes will not be sufficiently effective to be implemented

on a large scale. However, there are some alternative approaches that could be
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used to augment the detecting abilities of the guided microwave system. If a pitch-

catch configuration with two sets of antennas is employed, then the amplitude of the

signal recorded at the reception antenna array will be very sensitive to the presence

of water in between the two arrays, due to the high attenuation of water. In a similar

manner, a pulse-echo configuration requires some form of reference reflectors along

the interrogated length in order to determine the signal strength, and the loss of the

reflections from these references would serve to indicate the presence of attenuative

water in the waveguide. It is thought that pipe supports (for rockwool insulation

systems) or field-joints (for PUF insulation systems) could act as these reference

reflectors, however, the effectiveness of these features as reference reflectors would

also require further research.
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Optimisation of an Antenna in a

Rectangular Waveguide

With several impedance matching techniques discounted due to their inapplicability

to this particular problem, and with two techniques demonstrating poor performance

in impedance matching over a wide frequency range, the problem of improving the

impedance match of the antenna array to the coaxial feeding cables was not easily

solved. In the microwave engineering literature, there was some reference to the

impedance match being affected by the length and radius of the rod of the antenna.

As this would be the ideal solution to the problem, from a practical implementation

point of view, this approach was investigated.

As the coaxial waveguide array is a complicated system, involving mutual coupling

between individual antennas, the investigation of matching with antenna design

focussed initially on the simpler case of a single probe antenna exciting a rectangular

waveguide. The experiments employed a rectangular waveguide with dimensions of

w = 95.3 mm and h = 44.7 mm. The dimensions of this rectangular waveguide lead

to a pure-mode operating frequency range from 1.6 to 3.1 GHz, therefore this was

the range that was used in the experiments. The antenna was positioned centrally

across the x-axis of the waveguide, and at λm/4 = 24.5 mm from a short-circuiting

metal end-plate in the z direction. Two experiments were performed: the first varied
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the length of the probe antenna whilst keeping the radius constant at 0.6 mm; the

second varied the radius whilst keeping the length constant at 27.3 mm (equivalent

to 0.6 of the height of the waveguide), with the performance of the antenna being

determined by calculating the IMR for each antenna design. The results can be seen

in Figure A.1.

The experiment conducted to vary the length of the antenna produced some very

promising results, which are displayed in Figure A.1(a). It was found that varying

the length of the antenna had a very significant effect on the IMR, with the maxi-

mum and minimum values calculated to be 470 and 0.32, respectively. The optimum

length was found to be 0.64 of the waveguide height, equivalent to 28.6 mm. The ex-

periment to vary the radius demonstrated that changing the radius also had an effect

on the IMR of the antenna, with the optimum radius determined to be 1.75 mm,

achieving an IMR of 0.22. Contrary to the port-matching and triple-stub tuner

techniques, this technique of varying the length and diameter of the antenna rods

achieves a very good impedance match for a signal with a bandwidth of 1.5 GHz,

which is comparable to the bandwidth of 1.9 GHz required by the guided microwave

technique. Therefore, this impedance matching technique shows great promise for

this application.

In both of the plots in Figure A.1 the experimental data is plotted alongside simu-

lated results. These simulated results were obtained with Microwave Studio, using

a model created to reflect the experimental setup. It can be seen that there is ex-

cellent agreement between experimental and simulated data in both Figures A.1(a)

and (b). This provides validation for the accuracy of the software in simulating the

behaviour of antennas radiating within waveguides, which is crucial in the continued

use of the software for the development of an antenna array for the excitation of

large coaxial waveguides.
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Figure A.1: Results from two experiments conducted using rectangular waveguide, to

determine whether the design of the antenna could be used to improve the impedance

matching at the junction between a coaxial cable and a waveguide.
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Calculation of Dispersion Curves

for Modes in Bends

In Section 7.1, the necessity to consider the dispersion characteristics of the guided

modes travelling in curved coaxial waveguides was recognised. To this end, a method

was devised that would allow Microwave Studio to be used to calculate the data

required for plotting the dispersion curves of curved coaxial waveguides. The method

was employed initially on straight coaxial waveguides, so that the results could be

validated by comparison with the dispersion curves obtained from the analytical

solution described in Chapter 3.

A coaxial waveguide with a = 157.5 mm and b = 80 mm was created in Microwave

Studio, with ports 1 and 2 defined on the two ends of the waveguide. In order

to record the data required for plotting the dispersion curves, a set of probes was

created to record the x component of the electric field at a point halfway between

the inner and outer conductors, along the entire length of the waveguide. The

simulation was performed with an excitation signal spanning a frequency range

from 0 to 1.9 GHz applied to port 1.

The time signals recorded at the electric field probes were output from the simulation

software and used to produce a two dimensional data set of amplitude as a function

of time and distance around the toroid. By taking the two dimensional Fast Fourier
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Transform (2D FFT) of this data set, the time-domain becomes the frequency-

domain and the spatial dimension becomes the wavenumber, k. The resultant data

matrix can then be imaged to produce a plot of frequency against wavenumber, with

the colour-scale corresponding to the amplitude. The image in Figure B.1(a) displays

these frequency-wavenumber dispersion curves for the straight coaxial waveguide

with the following modes excited: TEM, TE11, TE21, TE31, and TE41. By tracing

the modal lines in this figure, the wavenumber as a function of frequency can be

extracted from the image and used to plot the dispersion curves. This data is

plotted in Figure B.2 as the blue circles. The analytical solution is displayed as

the blue lines. It can be seen that there is excellent agreement between the two

data sets, providing validation for this method of calculating the dispersion curves

of modes. If the TEM mode alone is excited, in the straight coaxial waveguide, then

the resultant frequency-wavenumber image lacks the lines corresponding to these

higher order modes, as shown in Figure B.1(b).

Having validated this method of calculating dispersion curves, it was applied to

curved coaxial waveguides. A coaxial waveguide with a = 157.5 mm and b = 80 mm

was curved to form a toroid, with the radius of curvature of the toroid parameterised

as R. The angular extent of the toroid was 270◦ with ports 1 and 2 defined on the

two ends of the toroid. The electric field probes were positioned halfway between the

inner and outer conductors, all the way around the torus. The excitation signal was

applied only to the TEM mode. The resultant frequency-wavenumber dispersion

curves are displayed in Figure B.1(c). As the TEM mode propagates around the

torus, mode conversion transfers energy from the TEM mode into higher order

modes, this is the reason why the high order modal lines are visible in the image,

despite the fact that only the TEM mode was excited.

The technique was used successfully to plot the dispersion curves for large bend

radii, but whilst employing it on curves with small bend radii a problem was en-

countered involving the resolution of the images along the wavenumber axis. To be

able to accurately trace the modal lines, it is important to achieve high resolution

along the frequency and wavenumber axes. The former increases with the length
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(a) Straight coaxial waveguide, exciting TEM, TE11, TE21, TE31, and TE41
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(b) Straight coaxial waveguide, exciting TEM mode only
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(c) Bent coaxial waveguide with a 1D bend radius, exciting TEM mode only

Figure B.1: Modal components propagating inside the bend. The frequency-wavenumber

dispersion curves are obtained by measuring the total electric field along the bend length

and performing a 2-D Fourier transform in time and space. The curves refer to a sharp 1D

bend and the gray scale provides an indication of the modal amplitude. Only the TEM

mode was excited; the presence of three additional modes indicates that there are multiple

modes propagating in a coaxial toroid.
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Figure B.2: Effect of the bend radius on the dispersion characteristics of the modes

propagating in a coaxial toroid with inner and outer radii 80 mm and 157.5 mm, respec-

tively.

of the temporal window of the signals; thus maximising the frequency resolution

is easily achieved. However, the wavenumber resolution depends on the length of

the model (the distance from the first probe to the last). With large bend radii,

this length is large enough to achieve sufficient wavenumber resolution; however, for

small bend radii, which are particularly interesting, the length is insufficient for ad-

equate wavenumber resolution. A solution to this problem, which was successfully

implemented, was to extract the time signals of all the propagating modes where

they are output at port 2, and use these to form the excitation signals for the various

modes at port 1 in a second simulation, thereby doubling the length of the model.

For a torus with a 1D bend radius, performing the simulation a total of five times

provides a total length which is sufficient for wavenumber resolution. The results

of this 1D bend simulation are those that are displayed in Figure B.1(c), with the

corresponding phase velocity dispersion curves plotted in red in Figure B.2. The

dispersion curves for a 2D bend are also plotted in Figure B.2 in green.
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